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Abstract

The Standard Model (SM) in particle physics is the successful theory to explain most of the
experimental results. The last piece of the SM, the Higgs boson, is discovered by the ATLAS
and CMS experiments in 2012. However, it is not still perfect and there are still some problems
to be solved. Many new scenarios are proposed as the extensions of the SM, which predict some
new particles. One of the new particles is known as leptoquarks which couple to a quark and a
lepton sector simultaneously.

Recently, B-factory experiments have reported inconsistencies between the SM and the ex-
perimental result concerning the B meson leptonic decays. This thesis focuses on one of the
inconsistencies, focusing on the b — crv; decay. The ratio of the branching ratio, R(D*) =
B(B — DWrtu,.)/B(B — D™y, is larger than the SM prediction. To describe the discrep-
ancy, we need a mechanism which strongly couples to the third generation matters. One of the
possible scenarios is the leptoquarks. The B-anomalies can be explained with existence of the
third generation leptoquarks.

This thesis reports an updated result of search for third generation scalar leptoquark (LQ3)
via LQ — b7 decay mode at ATLAS experiments in LHC. In this search, we focus on LQ pair
production events, where one of the 7 decaying leptonically and the other 7 decaying hadron-
ically. In this channel, the light lepton can be used to select events effectively, and the large
branching ratio of the hadronic decaying tau can be used to increase the signal acceptance. Al-
though the previous round analysis was performed in the same channel, the analysis strategy did
not work well at the higher energy region. Therefore, we try to tune the selection requirements
to realize the high-mass LQY specific optimal search. Furthermore, we adopt the Parametric
Neural Network model instead of Boosted Decision Tree used in the previous work in order to
extend search to higher mass region. In addition, the new approach also makes analysis strategy
simpler. The search uses 139fb™! p-p collision data collected by ATLAS detector in LHC at
center-of-mass energy of v/13 TeV. The exclusion limits are set on the pair production of scalar
leptoquarks as a function of the mass.
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Chapter 1

Introduction

Thousands of particle physicists have tried to describe the fundamental structure of matter over
the past, and our knowledge is encapsulated in an elegant series of theories, referred to as the
Standard Model of particle physics. The theories describe how matter particles (lepton and
quarks) and three of fundamental forces (gauge bosons) are related to each other.

Although the SM gives the best description which is consistent with current experimental
results, it does not give the complete picture of the universe. One of the limitations is that the
SM cannot give a reasonable reason why there are two types of fermions, leptons and quarks.
The leptons and quarks have several similarities, but the SM treats the fermions independently
with each other. This work aims to find the reason by focusing on a theory model, which
expects leptoquark (LQ) bosons. As a consequence of the LQ existence, leptons and quarks
have a relation [3-9].

Recently, independent B-factory experiments (Babar, Belle and LHCb) have reported results
which are not consistent with the SM predictions in the lepton flavor universality [10]. The
tension is known as ”B-anomalies”, which implies a possibility of the LQ model existence. This
thesis focuses especially on the LQ mode decaying into a pair of b-quark and 7 lepton, because
this LQ model coupled to the third generation can solve ”B-anomalies”.

As discussed above, the LQ are predicted by a lot of theoretical models. Therefore, the
detailed properties of the LQ depend on each theoretical model. In this thesis, we don’t focus
on a specific model, but model independent treatments according to Biichmuller-Riichl-Wyler
(mBRW) model [11] are adopted.

New physics processes including the LQ model can be searched directly using the Large
Hadron Collider (LHC), which is the most powerful proton accelerator in the world. The LHC
has four collision points, where four types of detectors are located for each physics goal. This
thesis used data samples collected by A Troidal LHC Apparatus (ATLAS) experiment [12],
which is one of the general purpose detectors.

Previous work by the ATLAS Collaboration have reported a lower limit on the LQ mass by
using data of 36 fb~! [13]. The lower mass limit is 1030 GeV. In the context of the B-anomalies,
the possible mass range is within O(1TeV). Therefore, it is important to search higher mass
region with respect to the previous work.

This thesis focuses on a search for the heavy LQ model by using 139 fb~! data at \/s = 13 TeV
with the ATLAS detector aiming to conclude what causes the ”B-anomalies”. The number of
heavy signal events is expected to be small, then it is necessary to develop a technique to
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extract such subtle signature. Therefore, the multi-variate analysis (MVA) technique used in
the previous work was replaced by a newer model, Parametric Neural Network (PNN) [14].

Recently, various MVA techniques are used in particle physics. The previous work also
used one of the techniques, Boosted Decision Tree (BDT) [15]. The BDT is one of the most
commonly techniques, because the method can work with limited statistics. However, there are
some disadvantages. In the previous work, the BDT models were trained at each interesting LQ
mass region. As a consequence, the BDT models cannot work fine at a mass point, where the
BDT wasn’t trained. In addition, the BDT is based on the classical Decision Tree technique,
then the performance is worse than a neural network based techniques. Therefore, this analysis
decided not to use the BDT models, but to use Parametric Neural Network (PNN) [14]. The
PNN model can take LQ mass as an input information, then the trained model can be as a
function of the LQ mass. The advantage solves the first problem of the BDT. Furthermore,
the PNN model is based on a neural network technique. The PNN model can improve the
sensitivities, while make the analysis method simplified. This analysis using the 139 fb~! data
set and the improved analysis techniques describes a search for LQ in heavier mass region than
the previous work.

Structure of the dissertation

The first part discuss the theoretical backgrounds, experimental setup, and simulation toolkit
used in the analysis.

e Chapter 2 describes theoretical motivations in the thesis, and presents the current exper-
imental results.

e Chapter 3 describes the experimental overview; the Large Hadron Collider and the ATLAS
detectors.

e Chapter 4 describes the configurations of event simulations in the analysis.
The main descriptions of the leptoquark search are given by the following Chapters.

e Chapter 5 describes the reconstruction method of the produced particles by the proton-
proton collisions.

e Chapter 6 describes the event selection to define the L(Q events enriched region.
e Chapter 7 describes the statistical treatment used in the analysis.

e Chapter 8 describes the background process estimation method.

Result and the discussion are given by the following Chapters.

e Chapter 9 describes the final discriminant variables for this analysis, and summarizes the
results with the expected analysis sensitivities.

e Chapter 10 discussed the impact as a consequence of the results.
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Chapter 2

Theoretical Backgrounds

The Standard Model of particle physics is a quantum field theory to describe the interactions
between elementary particles. Although the theory is outstandingly consistent with the current
experimental results, there are still remained problems which it cannot solve. This chapter
reviews the Standard Model briefly, and introduces Leptoquark model as a beyond SM.

2.1 The Standard Model

The Standard Model (SM) describes fundamental interactions successfully within our present
knowledge. This model consists of gauge theories [16,17]; strong interaction with SU(3)¢, and
electro-weak interaction with SU(2)r x U(1)y. The gauge theories are invariance under the
local transformations, and this is the guiding principle of the SM. The electro-weak sector is
broken down to the subgroup U(1)en, through the Brout-Englert-Higgs (BEH) mechanism.

There are three types of particles in the SM; fermions with the 1/2 spin that compose
matters, gauge bosons with the 1 spin that mediate the interactions between the fermions (and
gauge bosons), and the Higgs boson with spin 0 that feeds masses through the BEH mechanism.
The gauge bosons are three types; photon, weak bosons (W, Z boson) and gluons characterize
electromagnetic, weak and strong interactions respectively'. The fermions have two families;
quarks and leptons, where both of them have up- and down-type. The quarks can interact via
all the three fundamental interactions, while the leptons are coupled to weak and electromagnetic
gauge bosons. In addition, there exist two more duplicates of fermions with exactly the same
properties except the masses, referred to as ”2nd/3rd generation”. Each fermion furthermore
has its charge conjugated partner called the anti-fermion. All of these particles in the SM are
shown in Table 2.1 and Table 2.2.

In the quantum field theory, Lagrangian is used to describe the behavior of particles. The
simplified SM lagrangian can be described as [18]:

1
L=~ FuF"

+yUV + h.c.
+ |Dugl” = V(9),

!The SM cannot describe the gravitational interaction, but the effects can be neglected with respect to ampli-

tudes of the three interactions.
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Table 2.1: Summary table of the standard model fermions.

Particle Symbol @  Spin mass
electron e -1 1/2  0.511 MeV
electron neutrino Ve 0 1/2 0
muon I -1 1/2  105.658 MeV
muon neutrino vy 0 1/2 0
tau T -1 1/2  1776.86 MeV
tau neutrino vy 0 1/2 0
up u 2/3  1/2 2.16 MeV
down d -1/3  1/2 4.67 MeV
charm c 2/3 1/2 1.27 GeV
strange s -1/3 1/2 93 MeV
top t 2/3  1/2  172.67 GeV
bottom b -1/3  1/2 4.18 GeV

Table 2.2: Summary table of the standard model boson.

Particle Symbol @ Spin mass
photon ¥ 0 1 0

W boson W -1 1 80.37 GeV

7 boson A 0 1 91.18 GeV
gluon g 0 1 0
Higgs h 0 0 125.10 GeV

where the first term is the scalar product of the field strength F,, which is the kinetic term of
the gauge bosons, the second term describes the kinetic term of fermions and coupling between
fermions and gauge bosons (1, 1) means quarks, leptons, anti-quarks, or anti-leptons), the third
term describes how fermions couple to the BEH field ¢ and obtain their masses, and the fourth
term describes the kinetic and potential terms of BEH field and the coupling to gauge bosons
which can give the mass to gauge bosons. Here, the h.c. is the hermitian conjugate of each term.

2.2 Looking beyond the Standard Model

In the SM, the lepton number L and baryon number B are formally independent of each other.
On the other hand, they are rather similar with respect to the generation and multiple structure
of the electroweak interactions, left-handed SU(2) doublets and right-handed SU(2) singlets.
There is indeed a close relation between these quantum numbers in the SM, and the symmetry
between quarks and leptons leads to the cancellation of triangle anomalies which make the SM
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renormalizable [19]. This is one of the important relation for the SM to be a consistent quantum
field theory [20]. The triangle anomalies are cancelled by the requirement [21,22]:

D [TT’, T =0, (2.2)

repr.

where T%¢ is generators of SU(3), SU(2) or U(1) in the SM. This condition is true under the
sum taken by all of fermions (leptons and quarks).

The relation may imply the more fundamental theory of quarks and leptons, which is then
expected to contain bosonic fields mediating these particles simultaneously. Examples for such
theories are Grand Unified Theory (GUT) [23], the Pati-Salam SU(4) mode [3], and models of
quark and lepton substructure [4]. Although the new fields can give a reason to the lepton-quark
independence, these also give rise to lepton and baryon number non-conservation and flavour
changing neutral current at a tree-level. There are strong experimental bounds from proton
lifetime measurements. However, bosons which exclusively induce lepton-quark interaction,
referred to as ”leptoquark”, are relatively weak constrained by current experimental results.
Furthermore, they can be light enough to be produced by the LHC experiment. This is because
this analysis focused on the "leptoquark” model to give the reason why the lepton and quark
sectors exist in the SM.

2.3 Leptoquark models

As discussed in 2.2, there are weak constraints for the leptoquark models. However, any current
experiments have not found any evidence of the leptoquark yet. Therefore, many theoretical
models can be taken into account for properties of the leptoquark. On the contrary, this analysis
adopts a strategy where leptoquark interactions are given independent on each theoretical model
as much as possible. This section describes the adopted leptoquark models, and the current

experiment limitations on the production cross-section.

2.3.1 Buchmuller-Ruchl-Wyler model

This paper focuses on a model-independent LQ framework, Biichmuller-Riichl-Wyler (BRW)
framework [11]. In the model, F' = 3B + L quantum number is introduced, and the model
still have the SU(3)c ® SU(2)r ® U(1)y gauge invariant interactions with the SM fermions and
bosons. The LQs can be scalar or vector particles, and each lepton-LQ or quark-LQ Yukawa
coupling is denoted by a dimensionless parameter, A. The general Lagrangian of the BRW model
can be written as the sum of seven scalar and seven vector couplings [24,25]. For scalar LQs,
the interaction lagrangian is given by:

Ls = { (Afl q5imalr + AfglﬁgzeR) ST+ NS denS) +
()\iQQRKL + )\%(jLiTzeR) S; + A%JRKLS}H— 23)
e L, ot
)\isqLZTQTZLS;g }

+ h.c.
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and for vector LQs, the interaction lagrangian is given by:
Ly = ()\Kl(jyyu& + )\?JRVM63> VluT + /\‘élaR"yueRV;“T—i—
<A“§2J%7M€L + )\%q‘chyueR) V2qu + /\‘éQQCR'yMeLV;T—F (2.4)
g imyre, VI
+ h.c. .

The S and V denote the scalar and vector LQs, respectively. The Yukawa couplings Az, and
AR represent the chirality of the corresponding LQ as given in the superscripts ()\LQ,LQ =
S1, 852,53, Va, Vo, V3). The Dirac gamma matrices are denoted by «, (¢ = 0,1,2,3), Pauli ma-
trices are denoted by 7; (i = 1,2,3), and imy provides the antisymmetric SU(2);, contraction.
Fermion spinors are taken to be in the chiral basis such that fr 1 = (Pg.f)"7° and f§ = (PLf)*
where Pr 1, = (1++°)/2 are the chiral projection operators and charge conjugation is defined as
fe=Cf* = —i?f*. SU(3)¢ and SU(2)y, indices are suppressed for clarity and a sum over all
fermion generations is implied for each term. In the most general form, the Yukawa couplings
carry two generation indices, A, such that an i*" generation quark is coupled to an j** lepton
via the LQ vertex.

This analysis adopts additional assumptions as the "minimal” BRW model (mBRW) [11].
The mBRW model imposes some constraints on the properties of the LQs, and can make the
analysis strategy very clear.

These constrains are related to the Yukawa coupling parameters A in the BRW model, where
A is free parameter. The mBRW model takes the current experimental results into account.
One of the experimental results is the very long proton lifetime, which implies that there is no
mechanism to promote the rapid proton decay. If the LQs can couple to the first generation
particles easily, the proton (uud) cannot keep the stability. Therefore, the amplitude of the
Yukawa couplings including the first generation is very small. Similarly, in order to avoid large
contributions to the helicity suppressed 7™ — ev, decays, the LQs doesn’t couple to L and R
particles simultaneously. Thus, in the BRW effective model, LQs are assumed to have chiral
couplings with a single generation of SM fermions at a time. The LQ states and the associated
quantum numbers in the mBRW are summarized in Table 2.3 [26,27]. The above assumptions
and constraints imply the existence of the LQs which couple strongly to third generation quarks
and leptons.

2.3.2 B-anomalies constraint from other experiments

The LQs are searched by both various directly and indirectly experiments. The direct searches
(including this analysis) are performed recently at hadron colliders experiments, and many
results have been reported. In addition, the indirect searches are performed, ex. B-factory
experiments.

Recently, an excess has been observed in the R(D(*)) ratios by B-physics experiments (BaBar,
Belle, and LHCD) [28-30] in the semi-leptonic B decays, known as ”B-anomalies”. The ratio is

explained as :
B(B — DWru;)
Rpw = = 0.41 + 0.05, 2.5
DY T B(B — DWiy,) (25)
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Table 2.3: Summary table of the Scalar and Vector LQs, where couple to third generation quarks

and leptons.

Leptoquark Spin F SU3)c®@ SU(2), @ U(1)y QEM Decay mode
Sy 0 -2 (3,1,—2/3) -1/3 tr, bv
S 0 -2 (3,1,—8/3) -4/3 br
Sa 0 0 (3,2,-7/3) (-2/3,-5/3) tv, br, tT
Sy 0 0 (3,2,-1/3) (+1/3, -2/3) bu, br
Ss 0 -2 (3,3,-2/3) (+2/3,-1/3,-4/3) tu, tr, bu, br
Vi 1 0 (3,1,-4/3) -2/3 bt tv
Vi 1 0 (3,1,-10/3) -5/3 tr
Va 1 -2 (3,2,—5/3) (-1/3,-4/3) bu, tr, br
Va 1 -2 (3,2,-1/3) (+2/3, -1/3) tv, tr
Vs 1 0 (3,3,—4/3) (+1/3,-2/3,-5/3) bv, br, tv, tr

where the numerator is the branching ratio to the third generation particles, while the denomi-

nator is the branching ratio to the first or second generation particles (¢ = e or p). This value

is a combined one from the three B-factory experiments, and this value appears to be about
30 above the SM prediction, R%M = 0.286 4 0.012. These results are shown in Fig 2.1. This
anomalies can be explained in models with TeV scale leptoquarks, and this result especially

implies a LQs with large couplings to the third generation particles.

R(D*)

n T T T .
[~ [ HFLAV average AXZ = 1.0 contours ]
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C LHCb18 :
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02 + Average of SM predictions HFLAV
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- R(D¥) = 0258 £ 0.005 Po0) =27% ]

| P | PR T 1 | R T
0.2 0.3 0.4
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Figure 2.1: The R(D) and R(D*) combined result [1].

From the point of view of the B-anomalies, two possible LQ models are favored, LQ — b+ 7

or LQ — c+v,. These process contribute the semi-leptonic B-hadron decay as shown in Fig 2.2.

This analysis especially focuses on the former model because of the following two reasons. One
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is that there is no strong limits on the third generation leptoquarks. The other is that it is
difficult to treat the final state including the neutrinos, which cannot be measured directly in
the hadron collider experiment. Therefore, this analysis searched the LQ — b + 7 model.

D, D*

Figure 2.2: Semi-leptonic B-hadron decay mode via a leptoquark. This process includes two
couplings of the leptoquark, LQ — b+ 7 or LQ — ¢+ v;.

2.3.3 Production and Decay of Leptoquarks

In the hadron collider experiments, the LQs can be produced as single production or pair
production via the Yukawa couplings A. The overview of each production mode is shown in
Fig 2.3. In the single production mode, the production cross section depends on the Yukawa
coupling A, which is one of the free parameters in the BRW model. On the contrary, the
pair production cross section can be described by the well-known strong coupling constant,
as. Therefore, this analysis focuses on the pair production mode to remove the theoretical
dependencies as much as possible. Although the vector LQs can be produced via the pair
production mode, this analysis also decided not to focus on the vector LQs. The vector LQs cross
section depends on not only the a; but also other theoretical free parameters. The corresponding
leading order Feynman diagrams for the pair production processes are given in Fig 2.4.

g //LQ
///
%
N
g N
LQ

Figure 2.3: The tree-level Feynman diagrams of the single production (left) and pair production
(right) of the LQ(s). The single production depends on the free parameter A in the BRW mode,
therefore the single production search needs a lot of assumptions to analyze the experimental
data.

The leading order pair-production cross sections are given by [31,32]:

~

2
~gg . asﬂ' A B /\2 /\2_ /\4_ 1+IB
olora, = oag X |P(41-315%) + (185° — 51 —17) log|—— ||, (2.6)
~ 27ra233
~qq _ S
‘Loq. 273 a
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Figure 2.4: The possible tree-level Feynman diagrams of the pair production of the LQs.

where the gg or ¢q is the initial state of the pair production process, the v/§ is the subprocess
center-of-mass system energy, and the § = /1 — 4m%Q/§. As shown in Eq (2.6) and Eq (2.7),
the pair-production cross section depends on only the LQ mass.

Finally, the decay width of the interesting LQ model is discussed. The third-generation
scalar leptoquark of the interesting has two decay modes, bt or tv,. Therefore, the branching
fraction B into gf = bt is given by :

Fb7'

B=_—-" .
Fb7' + th/-r

(2.8)

For a scalar leptoquark decay to pair of charged lepton and quark (g¢f), the tree-level decay
width is given as [27]:

)\QMLQ m?2 )\QMLQ
= 1—-—L )~ mg = Miq), 2.9
167 M2, (mg = mp < Miq) (2.9)

at 167
where the quark mass dependency is shown (my, is the bottom quark mass) in the first equality. A
similar relation holds for the LQ decays to a neutral lepton and a quark (¢'v). The corresponding

decay length is given by:

1 |pl
d = = —
Ve = Mg’
where the I is the decay width, §'is the vector of the LQ momentum. If the A > 107°, the decay

length can be computed as d < 10pum. Therefore, the LQ decays rapidly before reaching at the
ATLAS detectors volume.

(2.10)

2.3.4 Current Experimental limits

Previous ATLAS limit with 36.1 fb~! for the leptoquark pair production [13] is shown in Fig 2.5.
These results are used to set lower limit on the leptoquark mass as a function of the branching
ratio B. This analysis focuses on the b7br final state, then the analysis sensitivity is the best in
the case of B = 1, where both of the LQ decay into b 4+ 7. From the data, masses below 1030
GeV are excluded, at 95% CL for the case of B = 1.

In addition, the upper limit of the cross section as a function of B is shown in Fig 2.6. The
brbr analysis (green colored) was optimized for the L(Q pair-production with LQLQ — b7b7.
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Therefore, the green line has the best sensitivity at the B(LQ§ — b7) = 1. As discussed above,
the LQ can decay into tv,, and the other analyses were performed to search the decay modes
including the neutrinos, where Eznﬁss represents the neutrinos as discussed in Chapter 5. The
decay mode including the neutrinos were excluded by the re-interpretations of other analysis
channels with the same final state. As a consequence, it is necessary for the brbr mode to
develop an optimized analysis.

g E T Gbs 95% CLImt
- F N\ e Exp 95% CL limit ]
S [ e j
’9”1 o [ J+t2c |
1 —— LQ,LQ; production E
C LQILQ: — brbt (B=1)]
§ B b‘rls)z' ’ ]
b L .

102
| ATLAS ]

13 TeV, 36.1 fb™

10°° E-Limit at 95% CL 3
| R R S NSRS N P P P n

200 400 600 800 1000 1200 1400
m(LQ) [GeV]

Figure 2.5: Expected and observed 95% CL upper limits on the cross-section for the scalar
leptoquark pair production with B = 1 as a function of leptoquark mass for the combined decay
channels [13]. The observed limit is shown as the solid line. The thickness of the theory curve
represents the theoretical uncertainty from PDF's, renormalization and factorization scales, and
the strong coupling constant a.
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Figure 2.6: Limits on the branching ratio into charged leptons for scalar third-generation up-type
leptoquark pair production (LQ — b7/tr) as a function of the leptoquark mass [13]. The limits
are based on a dedicated LQ search for two b-jets and two 7-leptons (b7b7), and reinterpretations
of the search for bottom-squark pair production (bb-+ ER%) [33], for top-squark pair production
with one (tt + E}'5-1¢) [34] or zero leptons (tt + E}'*°-0¢) [35] in the final state, and for top
squarks decaying via T-sleptons (77b + EXi55) [36]. The region to the left of the contour lines is
excluded at 95% confidence level.
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Chapter 3

The ATLAS experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a large proton accelerator at CERN facility, which is
a 27 km long circular embedded underground of the Geneva area. Four collision points and
prepared for corresponding experiments (ATLAS [37], CMS [38], ALICE [39] and LHCb [40]).
The ATLAS and CMS are general purpose detectors to measure and search varying benchmark
physics models, while the ALICE and LHCb are dedicated detectors to study heavy-ion and
b-hadrons physics respectively. The CERN LHC experiments started in 2010 with /s = 7 or
8 TeV and stored 20.3fb=! until 2012 (Run-1). After repairing and upgrading the accelerators
and detectors, these experiments re-started in 2015 with /s = 13 TeV and stored 139 fb~! until
2018 (Run-2).

To accelerate proton beams in the LHC ring at such high energy, there are multiple acceler-
ators, as shown in Fig 3.1. These brief descriptions are summarized below :

LINAC2
Linear accelerator 2 (LINAC2) is the starting point for the protons used in the LHC
experiments. The proton source is a bottle of hydrogen gas at one end of LINAC2, where
the hydrogen gas is ionized and protons enter the accelerator. An 800 m long transfer line
carries the proton beam at 50 MeV to the entrance to the next apparatus.

PS Booster
Proton Synchrotron Booster (PS Booster) receives protons from the LINAC2, and increase
the energy to 1.4 GeV. PS Booster allows the next stage, i.e. Proton Synchrotron, to accept
over 100 times more protons with its four rings.

PS
Proton Synchrotron (PS) with a circumference of 628 metres accelerates the beam to 25
GeV.

SPS
The Super Proton Synchrotron (SPS) with a circumference of nearly 7 kilometres is the
second-largest machined in CERN accelerators. The SPS receives protons from the PS
and accelerate them to provide beam for the LHC. The SPS operates at up to 450 GeV.
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Figure 3.1: Accelerator system at CERN [41].

The LHC accelerator receives proton beams from the SPS, and furthermore accelerate the
beams to achieve up to 6.5 TeV. The proton beam is not like continuous string of particles, but
is divided into chunks which is referred to as ”bunch”. The LHC was operated with the peak
instantaneous luminosity 2.1 x 103*em™2s7!, and collides bunches at 40 MHz. The number of
events per second from the collisions is described as [42]:

- 1
o L x o, (3.1)

where £ is the number of interactions called as the instantaneous luminosity and o is the

2571, The instantaneous luminosity

production cross section. The unit of the luminosity is cm™
is expressed as [43]:
L = N %f reka
43* €y

where fi, is the revolution frequency, the kp is the number of bunches per beam, e;, =

x F, (3.2)

€n/(MrelPrel) is the geometric emittance and F' is a geometric reduction factor. The F can

be given by:
1+ (os tag?)

here o, is the bunch length and ¢ is the half crossing angle.

3.2 The ATLAS detector

As introduced in Section 3.1, A Troidal LHC ApparatuS (ATLAS) experiment uses one of two
general-purpose detectors at the LHC. The detector can cover a wide range of physics, from
measurements of well-established theories to new physics. Although the ATLAS experiment has
the same goals as the CMS experiment, there are big differences of the detector designs. In this
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section, the overviews of the ATLAS detectors and the sub-systems, where the descriptions are
mainly referred from [44].

3.2.1 The coordinate system

The ATLAS experiment uses a right-handed Cartesian coordinate system with its origin at the
interaction point [45]. The beam direction defines the z-axis, the positive z-axis points from the
interaction point towards the center of the LHC ring and the positive y-axis points upwards.
Polar angle 6 and azimuthal angle ¢ are defined by the cylindrical representation (6, ¢, z), where
0 ranges from 0 to m with respect to the z-axis, and ¢ ranges from —x to 7 from the z-axis.
These overview is shown in Fig 3.12. The ATLAS detector is made up of a barrel region and
two endcaps, with each region consisting of several detector sub-systems. The two end-caps in
the ATLAS detector are referred to as ”A-side” (z > 0) and ”C-side” (z < 0).

y

s

Figure 3.2: Overview of the ATLAS detector and the coordinate system [37]. The details of the
coordinate system is described in Section 3.2.1

Hard collisions, which are most intersting processes for ATLAS, occur between partons in
protons, thus the energy of the initial state is not symmetry. Therefore, particles generated
are usually highly boosted along z-axis. From this point of view, pseudo-rapidity 7 is useful to
describe hadron collider properties, which is defined below:

0
7= —Intan 3 (3.4)

Angular distance between two particles are commonly expressed by AR, defined as:

AR =\/(An)® + (A¢)*. (3.5)

3.2.2 Magnet system

The ATLAS magnet system consists of one solenoid and three troidal magnets (one barrel and
two end-caps), which are shown in Fig 3.3a. The central solenoid magnet is aligned on the z-axis
and provides a 2 T axial magnetic field for the inner detector. The materials are suppressed to
minimize the radiative materials in front of the barrel calorimeters. The troid magnets produce
a troidal magnetic field of approximately 0.5 T and 1 T for the muon detectors in the barrel and
end-cap regions, respectively. Due to the very complicated structure of these magnetic fields,
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the bending power is lower in the two magnet overlap region (1.4 < n < 1.6), referred to as
transition region as shown in Fig 3.3b.

Bl vs v, per ¢ slice RDR

Barrel region ECT region

Bdl (tesla.m)

(a) Magnet system (b) [ Bdl vs n

Figure 3.3: (a) Geometry of magnet systems. The eight barrel troid coils, with the end-cap coils
interleaved are visible [37]. (b) The bending power distribution in the n plane [37].

3.2.3 Inner detector

The inelastic cross-section of proton-proton collision is about 20 mb and the peak luminosity
reaches 2 x 103%cm™2s7!, thus a lot of charged tracks are created. These momenta and vertices
should be measured very precisely to achieve the benchmark physics processes. At a very large
track density environment, these are three types of detectors with high-precision granularity lo-
cated at the inner most of the ATLAS detector; Silicon Pixel detector (Pixel) and Semiconductor
Tracker (SCT) and Transition Radiation Tracker (TRT). The layout of the Inner Detector (ID)
is shown in Fig 3.4.

Silicon Pixel detector

The Silicon Pixel detector (Pixel) is the inner detector covering |n| < 2.5. The Pixel detector is
composed of modules as shown in Fig 3.5. The 1744 modules are prepared in the pixel detector,
and these modules are arranged in four barrel layers and two end-caps each with three disk
layers segmented in R-¢ and z. All pixel sensors are identical and have a minimum pixel size
in R-¢ x z of 50 x 400um?. The intrinsic accuracy in the barrel are 10 ym (R-¢) and 115 pm
(z) and in the disks are 10 um (R-¢) and 115 pm (z). The inner most Pixel layer is called as
"B-layer” [46] (IBL) to focus on reconstructions of B-hadrons. The IBL is one of new detectors
which was installed at the beginning of Run-2, where the sensor size is 50 x 250pm?.

Semiconductor Tracker

The Semiconductor Tracker (SCT) is a silicon strip detector. In the barrel region, there are four
cylindrical layers, and in the end-cap region there are nine disks. The SCT barrel module is
shown in Fig 3.6, which uses small-angle (40 mrad) stereo strips to measure both coordinates,
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Figure 3.4: (a) The structure of the ATLAS Inner Tracking Detector made of highly granular
silicon pixels, silicon strips and straw tubes [37]. (b) The cover region of each inner detector [37].

R-¢. The mean pitch of the strips is also approximately 80 pum. The intrinsic accuracy per
module in the barrel are 17 ym (R-¢) and 580 pm (z) and in the disks are 17 ym (R-¢) and 580
pm (z-¢, R). The total number of readout channels in the SCT is approximately 6.3 million.

Transition Radiation Tracker

The Transition Radiation Tracker (TRT) comprises many layers of gaseous straw tube elements
interleaved with transition radiation material, as shown in Fig 3.7. A large number of hits
(typically 36 per track) are provided by the 4 mm diameter straw tubes up to |n| = 2.0. The
TRT only provides z-¢ information, for which it has an intrinsic accuracy of 130 um per straw.
In the barrel region, the straws are parallel to the beam axis and are 144 cm long, with their wires
divided into two halves, approximately at n = 0. In the end-cap region, the 37 cm long straws
are arranged radially in wheels. The total number of TRT readout channels is approximately
351,000.

3.2.4 Calorimeters

ATLAS experiment uses sampling calorimeters to measure particle energies, which covers the
range |n| < 4.9. The calorimeter system is composed of the electromagnetic (EM) calorimeters
and the hadronic calorimeters to suit to the widely varying requirements of the benchmark
physics processes, as shown in Fig 3.8. It is usually designed to stop entire or absorb most of the
particles coming from a collision, forcing them to deposit all of their energy within the detector.

LAr electromagnetic Calorimeter
The ATLAS electromagnetic (EM) calorimeter is a sampling calorimeter with a Pb as
an absorber and a liquid Ar as a active material, which is divided into a barrel part
(In] < 1.475) and two end-cap components (1.375 < |n| < 3.2) [47]. The EM calorimeter
uses accordion-shaped kapton electrodes and lead absorber plates, where the accordion
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Figure 3.5: Schematic view of a barrel pixel module [37].
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Figure 3.6: Schematic view of SCT module [37].

geometry provides full coverage in ¢ without any cracks. The LAr EM calorimeter has
three layers as shown in Fig 3.9a. The designed energy resolution is [48]:

0% 17
op _ 10% S 1Th G 79, (3.6)

EF JVE E

for the measured energy of E (GeV).

Hadronic Calorimeters
The ATLAS hadronic calorimeters consist of the barrel Tile calorimeter (|n| < 1.7), LAr
hadronic end-cap calorimeter (HEC), and LAr forward calorimeter (FCal). The intrinsic
resolution of barrel Tile HC and end-cap LAr HC is [49]:

50
2 - \/%)@3%’ (Tile HO) (3.7)
oR 100%

- = 75 ®10% (End-cap LAr HC). (3.8)

The tile calorimeter is a sampling calorimeter using steel as the absorber and scintillating
tiles as the active material, which is placed outside the EM calorimeter. The calorimeter
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Figure 3.7: Photograph of (a) one quarter of the barrel TRT and (b) a four-plane TRT end-cap
wheel during assembly.

consists of one barrel tile calorimeter (|n| < 1.0) and two extended barrels calorimeter
(0.8 < |n| < 1.7). The HEC and FCal are sampling calorimeters using liquid Ar as the
active material. As the absorber, copper and copper-tungsten plates are used in HEC and
FCal respectively.

3.2.5 Muon spectrometers

There are four types of muon spectrometers, which are located outermost in the ATLAS systems
as shown in Fig 3.10; Resistive Plate Chambers (RPC), Thin Gap Chambers (TGC), Monitored
Drift Tubes (MDT), and Cathode Strip Chambers (CSC). These chambers can be categorized
into trigger chambers (RPC, TGC) and high-precision tracking chambers (MDT and CSC).

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic

LAr eleciromagnetic
barrel

Figure 3.8: Cut-away view of the ATLAS calorimeter system [37].
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Figure 3.9: Geometry of the barrel LAr EM calorimeter sampling layers and Tile calorime-
ters [37].

All of these chambers are outside of the central solenoid magnet, thus troidal magnetic field is
important to measure the muon tracks precisely.

Monitored Drift Tubes (MDT)

The basic element of the monitored drift tube chambers is a pressurised drift tube with a
diameter of 29.970 mm that are covered by a 400 pm-thick wall, operation with Ar/COq
(0.93:0.07) gas at 3 bar. The electrons resulting from ionisation are collected at the central
tungsten-rhenium wire with a diameter of 50 pm, at a potential 3080 V. The average
resolution is 60-80 pum per tube. The limit for safe operation of the MDT’s is at counting
rates of about 150 Hz/cm?, which will be exceeded in the region |n| > 2 in the first layer
of the end-cap. In this 7 region of the first layer, the MD'T’s are replaced by cathode-strip
chambers, which combine high spatial, time and double track resolution with high-rate
capability and low neutron sensitivity.

Cathode Strop Chambers (CSC)

The CSC are multi-wire proportional chambers with the wires oriented in the radial di-
rection (|n| > 2.0). The gas gap is filled a gas mixture (80% Ar, 20% CO2) and with a
bias voltage of 1900 V applied. The cells are symmetric in terms of the pitch of read-
out cathodes and the anode-cathode spacing, which is equally set to 2.54 mm. Since the
spatial resolution of the CSCs is sensitive to the inclination of tracks and the Lorentz
angle, the chamber is fixed at tilted posture so that tracks originating from the IP become
approximately orthogonal to the chamber surface.

Resistive Plate Chambers (RPC)
The RPC is a gaseous parallel electrode-plate detector (|n| < 1.05), where two resistive
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Figure 3.10: Overview of the ATLAS muon detectors [37].

plates are kept parallel to each other at a distance of 2 mm by insulating spacers. The
electric field between the plates of about 4.9 kV/mm allows avalanches to form along the
ionising tracks towards the anode. The gas gap is filled with gas mixture (94.7% CoHaF 4,
5% Iso-C4Hyg, 0.3 % SFg). The average spatial and timing resolution are 1 ¢cm and 2 ns
respectively.

Thin Gap Chambers (TGC)
The TGC is a multi-wire proportional chambers with a small distance between the anode
wire and the cathode strips (1.4mm). The gas gap is filled with a gas mixture (55% COa,
45% n-pentan).

3.3 Trigger and data acquisition system

Due to high bunch crossing rate 40 MHz, all of these collision data cannot be recorded. However,
most of these collision events are not interesting physics process, because there are a lot of soft
QCD interactions shown in Fig 3.11. For example, the higgs production cross section is about
102 nb, while the total cross section is about 108 nb. Thus some systems are needed to reject
unnecessary events while keeping actual interesting events. To achieve this goal, the ATLAS
experiment adopted two-level trigger and robust readout system, called as ”Trigger and Data
Acquisition systems (TDAQ system)”. Triggers of the TDAQ system consists of two distinct
triggers, Level-1 Trigger (L1) and High-Level Trigger (HLT). The L1 trigger is the hardware
based trigger systems to be fired quickly, while the HLT is implemented in the software system.

The L1 trigger searches for signatures from high-pp muons, electrons/photons, jets and 7
leptons decaying into hadrons. Large missing transverse energy (E%‘iss) is also selected. The
high-pr muons are searched by RPC and TGC, while other all objects are searched by the
calorimeters. The maximum L1 publishing rate is 100 kHz in Run-2, and the HLT system
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receives the L1 results and calculates more precise trigger decisions. After passing HLT's, the
corresponding collision events are stored at disk via network and distributed the data over the
world data centers.
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Figure 3.11: Proton-proton cross section as a function of center-of-mass energy /s [50].
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Chapter 4

Dataset and Simulated samples

The LHC provided the proton-proton collisions for physics analysis during 2015-2018, called
as Run-2 data taking period. In this thesis, the leptoquark pair production in the L — bt
decay channel is analyzed using the full Run-2 data set at /s = 13 TeV. This chapter explains
the experimental data, and Monte Carlo (MC) samples which are used to model the signal and
background productions.

The MC simulation [52] is an essential component of experimental particle physics. The tech-
nique can simulate pp collision events and detector responses at high level of accuracy. Various
MC samples are produced for signal and background processes, and the samples are compared
with the collision data in order to search the signal processes contributions. Furthermore, alter-
native configuration MC samples are used to estimate systematics uncertainties, as discussed in
Section 9.3. All of these simulation samples are computed in the common framework [53].

4.1 ATLAS Run-2 Collision Data

The LHC provided data corresponding to an integrated luminosity of 156 fb~! at /s = 13 TeV
for the ATLAS experiment. The ATLAS detectors worked very fine and recorded 147 fb~! in the
end. To use these data for physics analysis, selected events are required to have detector in good
working condition [54]. The recorded data are filtered by XML based database, so-called Good
Runs List (GRL), which are fully integrated into the analysis tools used by the Collaboration [55].
After passing the GRL selections, the data set are called as ”good for physics” data, and the
resulting integrated luminosity is 139 fb~!. These correlations are shown in Fig 4.1 as a function
of recorded year.

4.2 Event Generation

The event generation of a hadron-hadron collision is split into several steps as shown in Fig 4.2.
The big red blob in the center of the figure shows a scattering of partons (blue lines) from
each hadron. The scattering is characterized by the momentum transfer Q%. The large Q?
scattering is referred to as "hard” scattering, while the low Q? scattering is "soft” scattering.
The color-charged partons from the hard scattering emit QCD radiation (red colored tree-like
structures), referred to as ”parton shower”. Partons from the radiations form colourless hadrons
(green lines), referred to as "hadronization” (light green blobs). After hadronization, hadron
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Figure 4.1: Cumulative luminosity delivered to ATLAS (green), recorded by ATLAS (yellow),
and certified to be good quality data (blue) during stable beams for pp collisions at /s = 13
TeV in 2015-2018 [56].

may decay (dark green blobs) and resulting hadrons (small dark green blobs in the end) are
measured by the detectors, while small @? electron/photon radiation are emitted (yellow lines).
In addition to the main scattering, the hadron-hadron collision also contains a secondary hard
scattering event (purple blob).

4.2.1 Hard Scattering Processes

The cross sections of pp interaction (two protons, p; and py) to produce final-state particles, n,
is given by [58]:

1
Cpppon = 3 / /0 dodey / (F2 (@as 1) 7 (53 10) YA )y (A1)
a,b

where f§'(xq; pr) and f?(xp; pr) are the Parton Distribution Functions (PDF) of p; and ps
respectively. The PDF depends on the momentum fraction = of parton a and b, and also depends
on the factorization scale pr. The PDF describes the momentum distribution functions of the
partons within the proton at the energy scale Q2. Considering the process of a + b — ¢ and
a+b — c+d mode, typically one hard scale Q? is identified such that pur = ur = Q. The PDFs
has been computed by a simultaneously global fit on the experimental data from deep inelastic
scattering experiments or collider experiments [59]. Fig 4.3 shows a PDF of various partons for
p? = 10 and 10* GeV?. The analysis uses PDFALHC sets [60] which is one of the most used
sets in the ATLAS experiments. The uncertainties coming from the differences of those PDF
sets are taken into.

In addition to the PDFs, Eq (4.1) is also factorized into a parton-level cross section, which
describes a process from the initial state a and b to the n final-state particles, Gap—n(pr, R)-
Parton-level cross section for the production of the final state n through the initial partons a
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Figure 4.2: Sketch of a hadron-hadron collisions simulated by Monte Carlo simulation [57].

and b can be obtained by the differential phase space element over the final-state particles:

n
54 (pa +py — sz) |Mab—>n|2a (4'2)

n
. d’p;
dGah—sn = [ :

(27T)32Ei

i=1

where p,, and p; are the momenta of initial and final state particles, respectively. The parton-
level cross section can be computed with perturbative expansion in powers of the strong coupling
constant ag.

The matrix element M, represents a sum over all of the Feynman diagrams from ab
initial-state particles to n final-state particles, described as:

Mapsn = Z]:(SZ)*)TL (43)

For two-body scattering to produce two particles, it is straightforward to draw all tree-level
Feynman diagrams and apply the Feynman rules [61]. There are highly automated tools to
calculate the tree-level matrix elements, CoMPHEP [62], CALCHEP [63], MADGRAPH [64] and
others [65-69].

4.2.2 Parton Showering Process

Color-charged partons from the hard scattering processes discussed in Section 4.2.1 would emit
gluons. The gluons can cause further gluons or quarks emissions because they are color charged.
This phenomenon is referred to as ”parton showering”, as shown in Fig 4.2 (red lines).

For any hard processes associated with partons of any flavour ¢, the cross section of a process
0o accompanied by a parton j with momentum fraction z is given by:

o, df?
do ~ o9 Z %QTdZ Pji(z, ¢)do, (4.4)

partons,?
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(right) [59].

where a; is the strong coupling constant, 6 is the opening angle between parent partons and
emitted partons, ¢ is an azimuthal angle of a parton j around an axis defined by the parent
parton i. Pji(z, ¢) is spin-averaged functions defined by:

Pyge(z) = ;“j_f, (4.5)
Prog(z) = SAEO (46)
Progs(s) — 35 +21(;r_(1z)— )" (4.7)
Pygg(2) = %(22+(1—z)2). (4.8)

The Pj;(z) is DGLAP evolution equations [70-72]. Algorithms to model the parton showering
use the DGLAP equations to construct the probability distribution for one parton emission from
a hard process. The algorithm will continue to emit partons until the momentum transfer of
the parent parton ¢ or g is below the terminate scale ~ 1 GeV.

4.2.3 Hardonization

Resulting partons from the hard scattering and following parton showers form the colour-neutral
bound states because of quark confinement, which is referred to as ”hadronization” process.
There are two types of models to reproduce the process, cluster and string model [73]. The
basic concepts are shown in Fig 4.4.

Cluster model
This method is based on a property of the parton showering process, preconfinement of
colour [74]. The preconfinement implies the pairs of colour-connected neighbouring parton
have an asymptotic mass distribution that falls rapidly at high masses. The model starts
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by splitting gluons from the parton shower to form colour-single g combinations. The
pairs are assumed to form clusters, which mostly undergo simple isotropic decay into pairs
of hadrons.

String model
The model is based on the dynamics of a relativistic string, representing the colour flux
stretched between the initial ¢q pairs. The string produces a linear confinement poten-
tial [73]. After constructing the string, the hadronization occurs according to the string

area.

Figure 4.4: Sketches of the cluster (left) and string (right) model [73].

4.3 Detector Response simulation

It is also important to describe the detector responses to check how the generated events are
measured. The GEANT4 (GEometry And Tracking) [75,76] simulation toolkit is used within
the common computing framework. The full precise simulation takes a lot of CPU times. A large
fraction of simulation time is spent by the calculation of interaction with the electromagnetic
calorimeter, thus fast simulation has been developed [77,78]. These fast simulation parameterize
the response of the calorimeters to reduce the process time, and are used to estimate systematics
uncertainties in this analysis.

4.3.1 Pile-up Simulation

There are multiple proton proton collisions in a single pp-crossing, which is referred to as ”pile-
up” effect. The effect is caused by proton-proton inelastic scattering (o ~ 10® nb), while the
order of the interesting process is o ~ 102-10~2 nb. The mean number of the average pile-up
(1), defined as the mean number of interactions per bunch crossing, has been evolved according
to the peak luminosity. The p profile in Run-2 is shown in Fig 4.5, where the peak p is typically
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20-40. All simulated events are generated with a varying number of proton-proton collisions
to account for the pile-up effects. Minimum-bias interactions (generic proton-proton inelastic
scattering) are simulated with by PyTHIA 8.186 using the A3 tune [79] and the MSTW2008LO
PDF set [80].
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Figure 4.5: The mean number of interactions per bunch crossing, (i), in 2015-2018, where each
colored distributions correspond to each recorded year [56].

4.4 Setup of Simulated Events

Events of the LQ signal and Standard Model background processes are simulated by each dedi-
cated MC simulation. The setup configuration is summarized in Table 4.1.

4.4.1 Signal Processes
Reproduction of the mBRW

The mBRW LQ processes are parameterized by its mass, the Yukawa coupling A, and the
branching ratio 5. As discussed in Section 2.3, there are two types of decay modes, LG — bT
or LQ — tv,;. The decay mode is controlled by the S. The X is set to 0.3 for all samples [32] as
a conservative choice, because the value is equal to the electromagnetic coupling, e = v/4ra ~
0.312 for a = 1/128. The overview of the reproduction is shown in Fig 4.6.

Samples are produced for each leptoquark mass points ranging from 300 GeV to 2000 GeV.
In addition, the § is set to 0.5 so that a Leptoquark decays either into b7 or tv,. This makes
it possible to investigate the effect of branching ratio as well as to share signal samples with
other analysis channels and enables efficient sample production. After producing the samples,
the samples need to be reweighed to obtain the target 5 value. The exact relation between the
neutral and charged lepton decay widths for third generation leptoquarks are given by
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decays into a pair of b and 7 via Yukawa coupling A.

X \/m‘iQ +mj +mi —2(m3 om? +m3 om2 + mim2)3N%8,

where mpq, mp and m, is the LQ, bottom quark and 7 lepton mass, respectively.

Setup

The LQ pair production are generated with MADGRAPH5_aMC@NLO version 2.6.0 at NLO in
QCD interfaced to PyTHIA 8 version 8.230 for the parton showering and hadronization, and
EVvTGEN version 1.6.0 program is used for the bottom and charm hadron decays. The PDF
set used is NNPDF3.0 NLO with the Al4 set of tuned underlying-event and parton shower
parameters. Matching of the matrix element with parton showering was performed, with a
matching scale set to one quarter of the mass of the leptoquark. All signal cross sections are
calculated to approximate NNLO in the strong coupling constant, adding the re-summation of
soft gluon emission at next-to-next-to-leading-logarithm accuracy (approximate NNLO+NNLL),
as shown in Fig 4.7.

4.4.2 Background Processes

The tt and single top-quarks production are simulated using the POWHEGBOX v2 generator [81-
83] with NNPDF 3.0 NLO [84]. After generating the events, PYTHIA 8 version 8.230 cause the
parton shower, and hadronization with the A14 set of tuned parameters with the NNPDF23LO
PDF set. The EVTGEN v1.6.0 program is used to model the properties of the bottom and charm
hadron decays [85]. For all these top processes, top-quark spin correlations are preserved (for ¢-
channel production, top quarks are decayed using MADSPIN), where the top-quark mass is set to
172.5 GeV. The NLO tt production cross section is corrected to the theory prediction calculated
at NNLO+NNLL. Only for single top-quark processes, the cross sections were corrected to the
theory predictions calculated at NLO.

Events containing W or Z bosons produced in association with jets are simulated using the
SHERPA version 2.2.1 generator. The NNPDF30NNLO PDF set is used in conjunction with
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Figure 4.7: Cross section of LQ pair production as a function of leptoquark mass, at the
NNLO-+NNLL accuracy. The blue band corresponds to the calculation error.

dedicated parton shower tuning developed by the SHERPA authors. These W/Z + jets events
are normalised to the predicted cross sections using NNLO calculations.

Diboson processes (WW ,WZ,ZZ) with one of the bosons decaying hadronically and the
other leptonically are simulated using the SHERPA version 2.2.1 generator. The NNPDF30NNLO
PDF set is used in conjunction with dedicated parton shower tuning developed by the SHERPA
authors. The generator NLO cross sections are used.

Table 4.1: Setup of simulated leptoquark signal and the Standard Model background samples.

Physics process ‘ Matrix Element Parton Shower PDF set

LQ processe MADGRAPH5.aMC@NLO 2.6.0 PyTHIiA 8 v8.230 NNPDF30NNLO
tt PowHEGBOX v2 PyTHIA 8 v8.230 NNPDF30NNLO
Single-top (Wt-channel) | POWHEGBOX v2 PyTHIA 8 v8.230 NNPDF30NNLO
Single-top (s-channel) POWHEGBOX v2 PyTHIA 8 v8.230 NNPDF30NNLO
Single-top (t-channel) PowHEGBOX v2 PyTHIA 8 v8.230 NNPDF30NNLO
Z+ jets SHERPA dedicated SHERPA NNPDF30NNLO
W+ jets SHERPA dedicated SHERPA NNPDF30NNLO
WWWZ,ZZ SHERPA dedicated SHERPA NNPDF30NNLO
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Chapter 5

Object reconstruction

Particles from pp collisions pass through the detectors and leave hit position and energy infor-
mation. To detect and measure the properties of these particles, the detector information is
used as ”objects” to reconstruct particles. This reconstruction algorithm is prepared for each
object type and is performed at off-line level in the ATLAS experiment. This chapter focuses
on the off-line reconstruction algorithm for each particle type; photons, electrons, muons, .4,
jets and missing transverse energy.

5.1 Tracks

Charged particles pass through detectors and leave hits along their trajectories. Hit positions
are grouped into a trajectory called as "track” for each charged particle. A track curves in
the magnetic field and its radius is used to reconstruct the momentum and electric charge
of the particle. Furthermore, the tracks can be used to determine the primary vertex of an
event (discussed in Section 5.2), jet-flavor tagging (discussed in Section 5.5), and other object
reconstruction techniques. Therefore, the tracks are the most basic reconstructed information for
the physics analysis. The detailed discussions are found in [86]. The reconstruction procedures
are summarized briefly in the following section.

5.1.1 Clusterizations

The track reconstruction begins with a connected component analysis (CCA) [87] algorithm,
which groups hits of Pixel and SCT strips into several clusters. Based on these clusters, three-
dimensional points along a trajectory, referred to as ”space-points”, are created. Each cluster in
the Pixel equates to one space-point, while in the SCT, the space point is obtained by combining
both sides of the layer.

5.1.2 Seeding and Track finding

A seed for track reconstruction is formed with a set of three space-points. This approach
maximizes the number of possible combinations, while still allowing a crude estimate of the track
momentum. The reconstruction precision can be further improved by using remaining space-
points in the other layers. A choice of space-points is carefully determined by a combinatorial
Kalman filter [88]. Resultant space-points including the seed forms track candidates, while
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multiple track candidates are created if plural space-points consistent with the extension of the
seed exists on the same layer. As all combinations of space-points have been made, there are a
number of track candidates where space-points overlap or have been incorrectly assigned.

The reconstructed trajectory of the particle can be described by five helix parameters [89]:

P = (d07207¢07C0t67Q/p)7 (51)

where dj is the transverse impact parameter, zg is the longitudinal impact parameter, ¢g is the
azimuthal angle, 0 is the polar angle of the track, and @/p is the charge over the momentum.
The overview is shown in Fig 5.1. These parameters will be determined by a high-resolution fit
at the next stage (Section 5.1.3), then at this stage, a crude estimation is performed by assuming
a perfect helical trajectory in a uniform magnetic field.

»
>

do

Figure 5.1: Overview of a trajectory by a single charged particle, the three-dimensional overview
(left), xy-plane projected trajectory (center), and Rz-plane projected trajectory (right).

5.1.3 Ambiguity solving

The loose track candidate finding algorithm (discussed in Section 5.1.2) is followed by a stringent
ambiguity-solver, which evaluates the individual tracks by assigning a track score [90]. The score
is increased by clusters which is assigned to a track, and decreased by holes or the poor x? of
the track fit result. After calculating the track score, track candidates are ranked by the scores
from highest to lowest, and track candidates with low score are rejected at this stage.

Next, the ambiguity-solver treats clusters which is assigned to multiple track candidates.
Clusters are divided into two types, merged clusters or shared clusters. The merged cluster
is created by multiple charged particles in dense environments. The shared cluster is created
by a single charged particle, but the cluster is assigned to multiple tracks due to incorrect
assignments. The ambiguity-solver classifies the clusters according to above type by using a
neural network [91]. The ambiguity-solver has a shared cluster criterion, where clusters cannot
be shared by more than three tracks, or a track cannot have more than three shared clusters. If
the criterion isn’t satisfied by adding the cluster to the track, the track score is calculated again
without adding the cluster, and the track is returned to the list of remaining candidates to be
processed. The track candidate is rejected if it fails to satisfy basic quality criteria [86].

5.1.4 Track fit

After passing the requirements and ambiguity-solver process, the track candidates are fitted by a
high-resolution fit with all available information. For the fit, the cluster position and uncertainty
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are determined by another neural network [91].

After the reconstruction of tracks in the Pixel and SCT region, the candidates are extended
to the TRT region if there is a valid set of matching drift circles [92]. Increased track length
improves momentum measurement.

5.2 Primary Vertices

The position where a proton-proton collision occurred, referred to as ”primary vertices” (PV),
is determined by using reconstructed tracks [93]. The reconstruction procedure is divided into
two stages; vertex finding and vertex fitting [94].

The vertex finding algorithm takes a set of tracks that pass the selection criteria summarized
in Table 5.1. First of all, the algorithm selects a seed position, which is based on the peak of
z-coordinates of the tracks. After the seed position is selected, an adaptive vertex finding
algorithm begins [95] to find the optimal vertex position. The algorithm computes a weight
for each input track, which reflects on the compatibility with the vertex estimate. Then the
vertex position is re-calculated using the weighted tracks, and the finding algorithm is repeated.
Tracks inconsistent with the vertex are removed and may be used in the determination of another
vertex.

The above procedures are repeated with the remaining tracks in the event. The typical
number of the reconstructed PV is 10-30 in one bunch-collision, while a hard scattering occurs
in the only one PV among them. The 'PV of interesting’ is defined as a PV with the highest
sum of associated track momentum.

Table 5.1: Requirements for tracks as inputs to reconstruct primary vertices [94]. The o(do, 20)
is the uncertainties of dp and zp discussed in [96]. The criteria on the impact parameters can

reduce contamination from tracks originating from secondary interactions.

Ttem Criteria
Transverse momentum pp > 400 MeV

|do| < 4mm
o(dy),o(20) < bmm, < 10mm
| <25

Hits in the first two Pixel layers > 1

A maximum shared modules 1

Pixel holes 0

SCT holes <1

5.3 Topological Clustering

Particles leave its energy in the calorimeter cells, and the energy deposit of each cell are merged
as clusters. In this analysis, the clusters of three-dimensional connected calorimeter cells are
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employed to suppress electric noise and other background sources. This cluster of cell is referred
to as " Topo-cluster” (TC), as a basic unit of calorimeter information [97]. The basic observable
controlling the cluster formation is the CCEell\f[ defined as :

EEM

CcEell\fI = El&iena (5-2)

noise,cell

EM
noise,cel

Thus the C%\f[ means the cell signal significance against the noise. The superscript EM means

where the Efelf{[ is the cell deposit energy and o | is the R.M.S. of noise variation in the cell.
the energy is measured according to the electromagnetic energy scale. This scale reconstructs
the energy deposited by electrons and photons correctly but does not include any corrections
for the loss of signal for hadrons due to the non-compensating character of calorimeters. After
creating the TCs, the enregy calibration, referred to as ”local hadronic cell weighting”, is applied
for jets or T-leptons [98].

The clustering starts from finding a seed cell with energy deposit larger than ¢(EM > 4

cell
EM
cell

process is repeated until there are no more cells to be added to the cluster.

significance. The neighboring cells with > 2 significance are added into the cluster. This

5.4 Jets

Hadrons are measured as jets, which are the experimental signatures of quarks and gluons
produced in high-energy processes. Due to the color-confinement, a lot of color-neutral hadrons
are produced and leave its energy in the calorimeters. This process formed a kind of particle
spray, referred to as ”jet”.

The unit of the calorimeter signals are TCs as discussed in Section 5.3, and the clusters
are used to reconstruct the jets. This analysis uses Particle flow algorithm to reconstruct it to
achieve better performance of jets reconstruction.

5.4.1 Concept of Particle Flow Algorithm

This particle flow algorithm combined tracks (discussed in Section 5.1) and Topo-clusters (Sec-
tion 5.3) for the reconstruction of hadronic jets. With this algorithm, the following advantages
are achieved:

Better resolution
The calorimeter energy resolution is parameterized by :

o(E)  50% 1%
= = @@3.4%@5,

while the tracking detector resolution for the transverse momenta is parameterized by :

(5.3)

1
o <p> pr = 0.036% - pr ® 1.3%, (5.4)
T

where the energies and transverse momenta are measured in GeV, and the & means
the quadratic sum. For lower energy particles, the tracker resolution is better than the
calorimeter. In addition, to the energy resolution, the angular resolution of the trackers
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is also better than the calorimeter. The Particle flow algorithm uses the tracker resolu-
tion for the jet reconstruction, thus this is because the use of the tracker and calorimeter
information at one step becomes the big advantage.

Low-pr particles swept out
Due to the strong magnetic field, the low-pt particles are swept out from the calorimeter
clusters. The algorithm can recover such low-pt particles into the cluster, because the
tracker angular information can be used. Furthermore, much lower energy particles, i.e.
pr < 400 MeV, cannot pass the noise threshold of the Topo-Clusters.

Selected Ts

Track
Tracks ‘Iselect Tracks || Match Track Compute E/p [5 Shower Sy 3
“ to Cluster |.-----3 Split,
H Matched

Cell
Subtraction

Cluster Removal

> | Add clusters Compute E/ o
Unmatched > LSTETS |3 COMPUTE E/P Clusters
Clusters H Clusters
i z :?nchangeg_/
Unmatched Clusters

Clusters

Clusters

Figure 5.2: The schematic overview of the particle flow jet reconstruction [2].

5.4.2 Subtraction of cell energy due to tracks

The algorithm aims to complement the calorimeter’s ability using the tracking systems. When
a track which matches to the cluster is found in the input list, energy subtraction procedure are
performed to avoid double counting. After subtraction, a set of new topo-clusters are obtained.
There are five main steps to correct the input list of the tracks and topo-clusters. The brief
descriptions are discussed in the following paragraphs, and the overview is shown in Fig 5.2.
More details of the subtraction procedures are discussed in [2].

Track selection

Input tracks are selected according to the following requirements; at least nine hits in the silicon
detectors, no missing Pixel hits, || < 2.5 and pp > 0.5 GeV. This step aims to select tracks which
reach the calorimeter region and deposit the energies. Tracks with pt > 40 GeV, however, are
not used for the algorithm, because such high-energy particles are not isolated well from nearby

activities in calorimeters.

Matching tracks to topo-clusters

At this step, the algorithm attempts to match each selected track to one topo-cluster. Topo-
clusters are ranked by a distance metric R’ defined as :

s (32

where the A¢ and An is the distance between the center of the topo-cluster and the tracks, and

the o, and o4 represent the topo-cluster widths. The closest preselected topo-cluster in AR’ is
taken to be the matched topo-cluster.
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Evaluation of the expected deposited particle energy

It is necessary to know the correlation between the measured momentum of the track, perack, and
the actual energy deposit in the topo-cluster, Eqeposit- The expected energy deposit (Egeposit) 1S
evaluated as:

<Edeposit> = Ptrack X <ng£ster/p§§£ck> ) (56)

where the <E£f§ster / piﬁgck> is the expectation value of the energy deposit. The value is determined
by single pion MC simulation samples beforehand. The superscription ”ref” means the reference

measurement values by the MC samples.

Recovering split showers

Particles in a jet do not always deposit all their energy in a single topo-cluster, therefore it is
necessary to handle the multiple topo-clusters in some cases. The variable to distinguish the
single and multiple topo-cluster events is the significance:
E —(FE i
S(Ecluster) _ cluster < deposm)’ (57)

O deposit

where the Ecjyster is the measured energy of the cluster, the (Fgeposit) is from Eq (5.6), and the
Odeposit 1S the standard deviation of the Eqeposit- If a hadronic shower is split, the topo-cluster
energy Feuster Will be smaller than the expected energy deposit energy. Thus shower split shower
tends to have negative S(E*"), and the recovery procedure is performed.

Cell-by-cell Subtraction

When a set of topo-clusters corresponding to the track has been selected, the energy subtraction
algorithm is performed. The algorithm starts from the extrapolated track position into the layer
of the highest energy deposit. Rings are formed in 7-¢ space around the extrapolated track, and
the algorithm runs from the inner most rings to the outer side. If the energy in the cells in the
current rings is less than the (Eqeposit), these cells are removed. If, instead, the energy withing
the rings region has more energy, the process halts.

Remnant removal

If the energy remaining in the set of cells and /or topo-clusters that survive the energy subtraction
is consistent with the width of the Ecluster/ pﬁé‘f‘Ster distribution, specifically if this energy is less
than 1.50 (Egeposit), it is assumed that the topo-cluster system was produced by a single particle.
The remnant energy therefore originates purely from shower fluctuations and so the energy in
the remaining cells is removed. Conversely, if the remaining energy is above this threshold, the

remnant topo-cluster(s) are retained.

5.4.3 Reconstruction

After the original topo-clusters are corrected by the particle flow algorithm, jets are reconstructed
by anti-k7 algorithm [99]. As usural jet clustering, there are two distance parameters, d; ;
between any particle, i.e. calorimeter cluster, 7 and j and d; p a distance between any cluster
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i and the beam (B). In the anti-kp algorithm, these distances are extended to the following

quantities:
A2
di,j = min (p%’%ap;3> Fgéjv (58)
dip = pry (5.9)

where AZ% i=Wi— y;)? + (¢ — ¢;)? and pr, y and ¢ are the transverse momentum, rapidity and
the asimuthal angle of cluster i. The R is the anti-kp parameters, where the R value is fixed to
4 in this analysis. The anti-kp algorithm calculates these quantities for all input topo-clusters
and finds the minimum among these quantities. If d; ; is the smallest, the ¢ and j topo-clusters
are grouped, and the algorithm proceedes next step. If d; p is the smallest, the topo-clusters are
removed from the processing, and the cluster i is called as a jet.

5.4.4 Energy Calibration

As discussed in Section 5.3, the energy of the topo-clusters are calculated at the electromagnetic
(EM) energy scale. This section discusses the details of the energy calibration flow for the
reconstructed jets.

The overview of the calibration stages is shown in Fig 5.3. First of all, the four-momentum
of the jet is corrected to point to the hard-scatter primary vertex, because the original direction
point to the center of the detector. The correction keeps the jet energy constant, and it can
improve the n resolution. Next, the pile-up correction removes the effect of the pile-up, which
causes the excess energies. The MC-based calibration corrects the jet four-momentum to the
particle-level absolute energy scale by using truth jets information derived from di-jet MC sam-
ples. Further improvements to the reconstructed energy and related uncertainties are achieved
through the use of calorimeter, muon spectrometers, and track-based variables in the global
sequential calibration. Finally, a residual in-situ calibration is applied only to data to account
for the actual detector response and the MC simulation. The details are discussed in [100].

. Ay ; et area-based pile- | Residual pile-u
EM-scale jets Origin correction ] s AL
up correction | correction
Jet finding applied to Changes the jet direction Applied as a function of Removes residual pile-up
topological clusters at to point to the hard-scatter event pile-up pr density dependence, as a
the EM scale. vertex. Does not affect E. and jet area. function of u and Npv,

Absolute MC-based
calibration

Residual in situ
calibration

Global sequential
calibration

Corrects jet -momentum  Reduces flavor dependence A residual calibration
to the particle-level energy  and energy leakage effects is derived using in situ
scale. Both the energy and using calorimeter, track, and measurements and is

direction are calibrated. muon-segment variables. applied only to data.

Figure 5.3: Calibration stages from the original EM-scale jets to the full-calibrated jets [100].

5.5 B-tagged jets

The identification of the b-quark initiated jets [101] plays an important role in this analysis.
The algorithm is referred to as b-tagging algorithm, and the identified jets are called as ”b-
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tagged” jets. The b-tagging algorithm uses a property of heavy hadrons. The heavy hadrons
have some vertices which are displaced from the primary interaction points, because the cascade
decay occurs in the chain. Especially, b-hadrons have life time, ¢7 ~ 500 um, thus the displaced
vertices can be measured with the ATLAS detectors resolution. Therefore, the goal of the b-
tagging algorithm is to reconstruct a secondary (or possibly tertiary) vertex along the b-hadrons
decay cascade. In addition, large branching ratio to semi-leptonic decays of b-hadrons (~ 21%)
implies the presence of muons within jets can be used as a discriminating feature for flavor
tagging.

The b-tagging algorithm is a set of low-level and high-level tagger. The low-level tagger
focuses on the basic kinematics information of jets, and output a score. There are five low-level
taggers (IP3D, RNNIP, SMT, SV1 and JetFitter), where each tagger has different advantages.
Furthermore, the high-level tagger uses these scores as inputs, and compute a score corresponding
to the b-jet probability. In this analysis, DL1r is used as the high-level tagger for the final

identification discriminant.

5.5.1 Low-level taggers
Impact Parameter based Algorithm: IP3D

The IP3D algorithm is a track-based impact parameter tagger, which utilizes a log-likelihood
ratio discriminant separating tracks associated to jets according to whether or not they are com-
patible to the primary vertex hypothesis [102] . The IP3D uses the transverse and longitudinal
impact parameters taking into account their correlations. Fig 5.4 shows the transverse and lon-
gitudinal impact parameter distributions for tracks from b-, c- and light-flavour jets. The final
discriminant for the IP3D algorithms is shown in Fig 5.5.

[2] |- | (2] |- |
’§ 10 ATLAS Simulation Preliminary _| § 10 ATLAS Simulation Preliminary _|
S # Js=13Tev, 85 = ¢ i (s=13 TeV, tt -
2 Lf —Db jets 1 2 LT —Dbjets 1
210°F —-cjets = 107 —-cjets =
E AN Light-flavour jets J E AN Light-flavour jets 3
10'35* 3 10'3; 3
10" S, E 10" E
}-“’ o ™ T, E £ A, 3

L ‘,.rf. h e h“"l: f?’ ""'-.__- e s i
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Figure 5.4: The transverse (left) and longitudinal (right) impact parameters of tracks in ¢t
events. The "Good” is a quality of the jets defined in [102].

Impact Parameter based Algorithm: RNNIP tagger

Although the IP3D calculates the correlations of impact parameters, the track-to-track corre-
lations aren’t taken into account. To complement the disadvantages, an approach is prepared
with a recurrent neural network (RNN). The method is called as RNNIP tagger [103], and the
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Figure 5.5: The log-likelihood ratio of the IP3D algorithm output [102].

schematic is shown in Fig 5.6. The outputs are probabilities, pign; for light-quarks, p. for c-

quarks, pp for b-quarks and p, for tau leptons. The input variables used in the IP3D and RNNIP

are compared in Table 5.2.
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Figure 5.6: Schematic diagram of the RNN based tagger [103].

Secondary Vertex Finding Algorithm: SV

The secondary vertex based algorithm (SV) [102] aims to explicitly reconstruct an inclusive

displaced secondary vertex within the jet. Fig 5.7 shows the distribution of some of the properties

of the reconstructed secondary vertex comparing vertices from b, ¢ and light-flavour jets.
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Table 5.2: Track input variables used in IP3D and RNNIP.

Variable Description IP3D RNNIP
Sd, Transverse impact parameter divided by its error v v
Sz Longitudinal impact parameter devised by its error v v

The fraction of transverse momentum carried

by the track relative to the jet

AR(track, jet) The angular distance between the track and the jet axis v
R LTI IR e TSR ITR TR R AT PRTTRRY
= i ATLAS Simulation Preliminary
S J:r] -]
> IrL [s=13 Tev,
Sqp'l] ]
2 % A —bjets
< — cjets

---- Light-flavour jets

L _i_-F:-:"'-:"--":-_ . B
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S (SV)

Figure 5.7: Three-dimensional decay length significance of the secondary vertex reconstructed
by the SV algorithm [102].

Decay Chain Multi-Vertex Algorithm: JetFitter

The decay chain multi-vertex reconstruction algorithm, JetFitter, exploits the topological struc-
ture of weak b- and c-hadron decays inside the jet and tries to reconstruct the full PV — b
— c-hadron decay chain. A Kalman filter is used to find a common line on which the primary
vertex and the bottom and charm vertices lie, approximating the b-hadron flight path, as well
as their positions. With this approach, the b- and c-hadron vertices, whenever resolution allows,
can be resolved, even when only a single track is attached to each of them.

5.5.2 High-level identification; DL1r

The high-level tagger is referred to as DL1r, which is a kind of deep neural network schema.
The DL1r architecture is a mixture of fully-connected, maxout, and batch normalization layers
with rectified linear units as activation functions. Dropout is used as a stochastic regularization
technique. The network is trained to minimize the cross-entropy loss using the Adam optimizer.
A thorough grid search is performed to select the network structure and hyper-parameters such
as the number of hidden layers, number of nodes per layer, and the learning rate. The three
output nodes calculate the probabilities associated with each jet flavor (py, pe, py) as highly
non-linear functions of the input features. These probabilities are shown in Fig 5.8. A final
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discriminant is obtained as a function of the fraction of c-jets, f., in the background:

_ Db
DL1(f,) = In < T fc)pu> . (5.10)
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Figure 5.8: Neural network b-jet probability output distribution for jets with pr > 20 GeV and
In| < 2.5 in tt events with at least one leptonically-decaying W boson [104]. b-jets are shown in
blue, c-jets in orange, and light flavour jets in green. Each histogram is normalized to unity.

5.6 Electrons

Electrons can leave a significant amount of its energies in the electromagnetic calorimeters as
the collimated clusters. In addition, the cascade shower can occur in the inner detector volume,
thus it is necessary to match multiple tracks to the same electromagnetic cluster. Therefore,
the electron reconstruction algorithm is based on not only the calorimeters but also the inner
detectors. Fig 5.9 shows the electron path and the schematic overview of the reconstruction
combination procedure.

5.6.1 Reconstruction

Electrons are selected and defined as objects consisting of clusters build from energy deposit in
the calorimeter and matched track(s) [105]. First of all, the reconstruction algorithm prepares
the tracks and clusters. The seed clusters are reconstructed by a sliding window with a size
of 3 x 5 (units is 0.025 x 0.025) in 1 x ¢ of the electromagnetic calorimeter. In addition, a
pattern recognition and track fit are performed for electron track seeds. Track candidates are
fit, according to the hypothesis used in the pattern recognition, using the ATLAS Global 2
Track Fitter [106].
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Figure 5.9: A schematic illustration of the path of an electron through the detector [105]. The
red trajectory shows the hypothetical path of an electron, which first traverses the tracking
system (Pixel, SCT and lastly TRT detectors) and then enters the electromagnetic calorimeter.
The dashed red trajectory indicates the path of a photon produced by the interaction of the
electron with the material in the tracking system.

5.6.2 Identification

The electron identification algorithm [105] is based on a likelihood (LH) technique with the
signal and background probability density function (PDF) given by :

Lsp) (@) =[] Pspyi(@i), (5.11)
=1

where 7 is the vector of discriminating variables, and Pg(p);(z;) is the value of the signal or
background PDF of the variable x;. The typical input variables are listed below:

e Hadronic leakage (Rpaq) :
Ratio of Er in the first layer of the hadronic calorimeter to Er of the EM cluster

e Track conditions (dy, |dy/o(do)|, Ap/p) :
Transverse impact parameter, significance of transverse impact parameter and momentum
lost by the track respectively

The PDFs for the signal and background are obtained from simulated samples of Z — ee and
di-jet respectively. Four electron identification working points are prepared, Very Loose, Loose,
Medium and Tight. Fig 5.10 shows the basic three points working point identification efficiencies.

5.6.3 Isolation

In addition to the identification, identified electrons are required to be isolated from other track
or clusters to further distinguish the signal and background. The isolation variable quantify the
energy of the particles produced around the electron candidate. The efficiencies of the isolation
working points for the electrons are shown in Fig 5.11.
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Figure 5.11: Electron isolation efficiency [107].
5.6.4 Energy resolution
The electron energy resolution is defined by [108]:
OF a
— =0 (5.12)
E vVE F

where a,b and ¢ are the sampling term, the noise term and c is constant term respectively. The
typical a term is assumed as 10% (in the barrel) or 15% (in the end-cap) for E = 1 GeV, the
typical b term is assumed as 45 MeV, and the typical ¢ is assumed as 0.7 % from test-beam
studies [109].

In addition to three terms above, systematic uncertainties of a material in calorimeter is taken
into account obtained by other specific measurements. Fig 5.12 shows the energy resolution as
a function of |n| [110]. The quantity Egen is the true energy of the generated particle and Ecaip
is the reconstructed energy after applying the regression algorithm.
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Figure 5.12: Energy resolution, ogcalib/Fgen, estimated from the interquartile range of
Ecalib/ Egen as a function of || for electrons [108].

5.7 Muons

Muons behave as minimum ionization particles (MIP) in the ATLAS experiment energy scale,
therefore its energy deposits in the calorimeters are very small with respect to other reconstructed
objects. Most of other particles loss its energy in the calorimeters, while the muons can reach at
the muon spectrometers region easily. To take into the properties, the muon detectors are located
in the outer most of the ATLAS detectors as discussed in Chapter 3. The muon reconstruction
and identification algorithm use not only the muon spectrometers but also the inner detectors
and calorimeters. The brief descriptions are summarized below.

5.7.1 Reconstruction

There are four muon reconstruction algorithms, which is based on the inner detectors, calorime-
ters and muon spectrometers. One of the big differences between the muons and other objects
is that the muons traverse the troidal magnetic field. The outermost detectors, or muon spec-
trometers, can use the longest lever arm to measure the momenta. The brief descriptions of four
algorithms are summarized below, and the details are discussed in [111].

Combined muon
Track reconstructions are performed in the inner detectors and muon detectors indepen-
dently, and a combined track is reconstructed with a global refit using these hits informa-
tion.

Segment-tagged muon
If a track in the inner detector is extrapolated to the muon spectrometer and associated
with at least one local track in the MDT or CSC, the track is classified as segment-tagged
muon. The segment-tagged muon is used when a muon passes only one layer of the muon
spectrometers, due to the low-pr or limitation of the acceptance.
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Calorimeter-tagged muons
If a track in the inner detector is matched to an energy deposit in the calorimeters compat-
ible with a MIP scale, the track is classified as calorimeter-tagged muon. The calorimeter-
tagged muon is the lowest purity, but it can recover the acceptance of the muon spectrom-
eters. For the calorimeter-tagged muon, 15 < pr < 100 GeV and |n| < 0.1 are applied as
the identification criteria.

Standalone muons
The standalone muons are reconstructed by only the segments in the muon spectrometers.
This standalone muons can recover the acceptance in the forward region (2.5 < n < 2.7),
which is not covered by the inner detectors.

Overlaps between different muon types are resolved before moving to the physics analysis
stage. When two muon types share the same track in the inner detector, preference is given
to combined muons, then to standalone muons, and finally to calorimeter-tagged muons. The
overlap with standalone muons in the muon system is resolved by analyzing the track hit content
and selecting the track with better fit quality and larger number of hits.

5.7.2 Identification

In addition to the reconstruction criteria, the reconstructed need to pass a set of quality cuts
to suppress backgrounds, mainly from pion and kaon decays. The muon candidates originating
from decays of such charged hadrons are characterized by the presence of a distinctive ”kink”
topology in the reconstructed track. Therefore, the fit quality of the tracks results can be used
as the discriminate variable. As a consequence, three variables are used as identification criteria:

e g/p significance : The ratio of the charge to its momentum in the inner detector and muon
spectrometers.

e p' : The absolute value of the difference between the transverse momentum in the inner
detectors and muon spectrometers divided by the pr of the combined track.

e x? : Normalized x? of the combined track fit.

Four muon identification working points are defined : Loose, Medium, Tight, and HighPt.
This analysis use Medium as the default muons. The reconstruction efficiency for the Medium

working point is shown in Fig 5.13.

5.7.3 Isolation

Muons from heavy interesting particles, W, Z, or other new bosons, are often produced isolated
from other particles. However, muons from semi-leptonic decays of charged hadrons are mea-
sured in the jets. Therefore, the "isolation” can be useful information to discriminate the muons
of interesting and suppress backgrounds.

The muon isolation criteria are defined in a similar way as for the electrons. Scalar sum
of the Ep of the topo-clusters or the pr of the tracks around the muon are used to define
the isolation working points. The efficiencies for LooseTrackOnly, Loose, GradientLoose and
FixedCutLoose are shown in Fig 5.14. This analysis uses Loose working point as the default
muon isolation criteria.
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Figure 5.13: Muon reconstruction efficiency for Medium working point [111].

5.7.4 Calibration

The calibration is defined as momentum corrections to the simulated muon transverse mo-
menta reconstructed in the inner and muon detectors to reproduce the experimental data. The
corrected transverse momentum pgor’Det (det = inner detector, muon chambers) is defined by

following :
MC,Det 1 Det . MC,Det\"
Cor,Det Pr 2"20 Sne (n,phz) (pT )

T - C _
1432 Arbet(n, ¢) (pioPetym—1g,,

The correction factors are obtained from the observed Z — up and J/1) — pp line shape with

(5.13)

fitting the momentum scale and smearing.

5.8 Taus

Tau lepton is the heaviest lepton with a mass of m, = 1776.86 + 0.12 MeV. The tau lepton
decays into hadrons or light leptons (e or p) with a mean lifetime 290 x 1075 sec via weak
charged current interactions. The leptonic decay, 7 — lypv, (¢ = e, ), is labelled as Tp, and
the hadronic decay, 7 — qq’ + v, is labelled as Tpaq. For T,,q mode, the decay product contains
an odd number of charged hadrons. The main decay mode is associated with 1 or 3 charged
particles, which are referred to as ”1-prong” or ”3-prong” mode respectively. There are other
decay modes, ex. 5-prong mode, but the branching ratio is very small with respect to 1- or
3-prong decay mode, thus these minor events are not taken into account for the reconstruction
and identification algorithms in this analysis. Each main decay mode and branching ratio is
summarized in Table 5.3.

The decay length c7 is 87.03 pm, then almost all 7s decay are happened before reaching active
regions of the detector. Therefore the 7, cannot be distinguished from light lepton process, ex.
W™ — e . The 7¢p is treated as same as light leptons, as discussed in Section 5.6, Section 5.7.
This section focuses on the m,,q reconstruction and identification algorithm.
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Figure 5.14: Muon isolation efficiency LooseTrackOnly (top left), Loose (top right),
GradientLoose (bottom left), and FixedCutLoose (bottom right) muon isolation working
point [111].

5.8.1 Overview of Reconstruction and Identification

The 1,,q deposits its energy in the calorimeters as same as hadronic jets, then the reconstructions
of mThaq starts by treating the energy depositions. Therefore, first of all, as an input for the
reconstruction, hadronic jets reconstructed by the anti-kr algorithm with a distance parameter
R = 0.4. The reconstruction algorithm create m,,4 ”candidates” from the hadronic jets, but a
lot of hadronic jets are also reconstructed as the m,,q object candidates. These mis-identified

’ in this analysis. Therefore, it is necessary to apply a

candidates are referred to as "fake 7y,,q ’
rejection algorithm to discriminate the origin of the candidates and reject the contamination of
the hadronic jets to the 7,9 objects (fake 7,,q4). These procedures are achieved by dedicated
two-level algorithms, reconstruction and identification stage. Each final discriminant variable is
the multi-variable analysis results distributions, Boosted Decision Tree (BDT) and Recurrent

Neural Network (RNN) respectively. The overview of the sequence is summarized in Fig 5.15.

5.8.2 Reconstruction of Taus

Jets formed by anti-kr algorithm with a distance parameter of R = 0.4 [112] are used as seeds
for Thaq reconstruction algorithm. The seed jets are required to have pr > 10 GeV and |n| < 2.5.
To increase the 7,4 reconstruction efficiency, the 7,4 production vertex (TV) is defined at this
stage. The TV association algorithm uses as input all tracks in the region AR < 0.2 around
the jet seed direction. The pr of these tracks is summed and a primary vertex is chosen if the
largest fraction of the pr sum is matched to the vertex candidate. The efficiency of the TV
assignment is shown in Fig 5.16.

After reconstructing the TV, track selection algorithm defines AR < 0.2 region around the
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Table 5.3: Tau decay mode breakdown.

decay mode Main final state Branching ratio Total

e~ +v+ 1, 17.82 £ 0.04%

Tlep 35.21 +0.06
po v+, 17.39 £+ 0.04%
T+ U 10.82 4+ 0.05%

Thad (1-prong) " +10 4, 25.49 +0.09%  49.37 £0.08
7 + 71079 + v, 9.26 = 0.10%
Tt 4+, 9.80 + 0.05%

Thad (3-prong) . 15.20 4+ 0.06%
ot +a%+v,  5.204+0.05%

g~ —> core tracks =The number of prongs
¢ ——> pair-produced tracks

T +
14 e/ isolated track
I ——> pile-up track
L ) \ )
\'4 \'4
Jet identification Track classification
(anti-kT) (BDT)
L J
\'4
Tau ldentification
(RNN)

Figure 5.15: Overview of tau lepton identification algorithms.

seed jet as the core region, and classify the origin of tracks. The tracks are classified as core
tracks (tracks directly from 7y,4), pair-produced track (tracks from conversion process), isolated
track (tracks not in the core region) or pile-up track (tracks from un-related process). The track
classification algorithm is based on Boosted Decision Tree (BDT), and the efficiency is shown

in Fig 5.17.

5.8.3 Identification of Taus

The Thaq identification algorithm is based on a RNN technique in 2015-2018 period [113]. The
main purpose of the RNN identification algorithm is to separate true m,,q events and mis-
identified m,,q events originating from quark and gluon-initiated hadronic jets. The m,,q and
hadronic jet events are measured by the calorimeters, thus the algorithm focuses on the differ-
ences of the shape and properties of the calorimeter clusters. Due to the distinct signatures
of 1- and 3-prong 7y,,q decays, dedicated RNN algorithms are prepared for 1- and 3-track 7y.4

respectively.
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Figure 5.16: Efficiency for correct production vertex assignment in 1-prong tau decays for the
tau reconstruction algorithm and the default choice of the vertex with the highest Zp%, as a
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Figure 5.17: Efficiency for reconstructing the same number of tracks as the number of charged
decay products of the tau lepton as a function of m,,q pT [113].

Input variables

As input variables to the RNN identifications algorithm, two-types of the input variables are pre-
pared; a low-level input variables (individual tracks and calorimeter clusters), and combinations
of each variable. The brief descriptions of each variable are summarized in Table 5.4.

Network architecture

The RNN ID network architecture is shown in Fig 5.18. The network is split into three dedicated
branches for each type of input, tracks, clusters and other high-level variables. The sequences
of track and cluster representations are then passed into recurrent layers employing the long-
short-term memory (LSTM).
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Figure 5.18: Schematic overview of the network for the tau identification. The dense layers are
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fully connected to adjacent layers [113].

Training and evaluation

Two simulation samples were prepared to train and evaluate the RNN algorithm. The signal
sample consists of v* — 77 events, while background samples consist of di-jet event. The signal
sample v* — 77 events were forced to decay hadronically to maximize the available training
sample. The available sample consists of approximately 20 million signal candidates and 46
million background candidates. The sample is split into dedicated samples for training of the
network (40%), monitoring of training progress (10%) and performance evaluation (50%).

Identification performance

The performance of RNN ID algorithm is evaluated on statistically independent test samples
of v* — 77 and di-jet events. The RNN performance is also compared to that of the previous
BDT-based Tp,q identification algorithm (used in early Run-2), as shown in Fig 5.19. The
rejection power in the y-axis is defined as the inverse of the background selection efficiency, thus
the smaller rejection power means a good rejection of many backgrounds. Four working points
with increasing background rejection (Very Loose, Loose, Medium and Tight) are defined. The
corresponding signal selection efficiencies and rejection powers are shown in Table 5.5. The
selection efficiencies as function of some important properties are shown in Fig 5.20.

s 104?” (USRS RAn AN AR LARA AR AR R
§ F ATLAS Simulation Preliminary
G:J' [ _
2 10°E E
2 3
[ - -
[0) - 4
X
g 107 3
F —— RNN (i-prong) 3
L= BDT (1-prong) -
10 e  Working points (1-prong)
E RNN (3-prong)
E ----- BDT (3-prong)
L = Working points (3-prong)
o b b b b b b e b Lew s
10 0.1 02 03 04 05 06 07 08 09 1

True 1, ..., efficiency

Figure 5.19: Rejection power for quark and gluon jets misidentified as Thaq.vis (referred as to
Fake Thaq.vis) depending on the true m,q.vis efficiency [113].
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5.8.4 Fake—Thad

As discussed in Section 5.8.1, the jet-to-mh.q fakes are referred to as ”fake-m,,q4 7 backgrounds in
this analysis. It is hard to estimate the probability of the fake rate using fully MC predictions,
because the fake-1,,q events are caused by the limited detector responses. Furthermore, to
calculate the probability with MC predictions, it is needed to create a lot of MC predictions
with QCD jets. In this analysis, the fake-1,,4 estimation used not only the MC predictions but
also the data information. The main concept is that the fake-7,,q4 from the MC predictions are
corrected by some scale factors. Therefore, the corrected MC-based fake-7,,q4 backgrounds are
used as the fake-7,,q backgrounds to this analysis. The method of the scale factor calculations
are discussed in Chapter 8.

5.9 Missing Transverse Energy

Some interesting physic process have multiple neutrinos in the final state, but the ATLAS
detectors cannot measure the signature. To "measure” the neutrino energies, this analysis uses
the energy conservation law in the transverse plane (xy-plane).

The physics process in the LHC environment are caused by the partons in the initial proton
beams, and the initial parton momentum always changes. The initial energy of the partons is
unknown, thus the total energy conservation law cannot be used. However, in the transverse
plane (zy-plan) the initial momentum is always zero, thus the neutrinos can be measured as
missing transverse momentum (E%5) which is measured as an imbalance in the sum of visible
transverse momentum [114]. The vector E{}:{iss is calculated using the components along = and

Y axes :

miss __ pomiss,p miss,e miss,y miss, T miss,jets miss,soft
Bat) = Eoy)” + Euyy Bty )t T E (5.14)

where e, u, 7, T, jets represent each reconstructed object, and the soft term is electric signals not
associated with reconstructed objects.

5.10 Overlap removal between the reconstructed objects

The object reconstruction algorithms run on the same particle, then a particle is reconstructed
as two or more ”objects” simultaneously. To distinguish the the issue, ambiguities between the
objects are resolved by a dedicated procedure, referred to as ”overlap removal” procedure.

The algorithm begins with the electron-electron overlap removal. If two electron share the
tracks, the lower-pr electron is rejected. Next, the m,,q-lepton (e or p) overlap removal is
performed. The 7y,q is rejected if AR < 0.2 between the 7,4 and the lepton. Furthermore,
the electron and muon overlap removal is performed, and the muon is rejected if both lepton
share the track and the muon is calorimeter-based muon. Finally, the jet-lepton (e or 1) overlap
removal is performed. For the electron, the jet is rejected if AR < 0.2 (for non b-tagged jet) or
if the electron pr > 100 GeV (for b-tagged jet). For the muon, the jet is rejected if the number
of tracks is less than 3, and AR < 0.2 (for non b-tagged jet). For both of leptons, the leptons
are rejected if the AR <0.4.
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Table 5.4: List of input variables for 1- and 3-prong dedicated RNN algorithm. The v'shows
that the variable is used by each 1-prong or 3-prong dedicated algorithm.

Observable Description 1-prong  3-prong
seed jet The seed jet pr v v
pirack Each associated track pr v v
An"aek 7 distance between each track and the Thaq axis v v
Ad)tr“k ¢ distance between each track and the maq axis v Ve
|dgrack| Transverse impact parameter v v
| z&2 sin 6 Longitudinal impact parameter v v
NIBL hits The number of hits in IBL v v
Npixel hits The number of hits in Pixel v v
NSCT hits The number of hits in SCT v v
Eghuster Each topo-cluster transverse energy v v
Apcluster n distance between the cluster moment [97] and v v
the Thaq axis
Agetuster ¢ distance between the cluster moment [97] and v v
the Thaq axis
Acluster Longitudinal distance between the topo-cluster v v
center and the calorimeter face
<A§1uster> Second moment of the longitudinal distance be- v v
tween topo-cluster center and each cell
<7“(2:1uster> Second moment of the radial distance between v v
topo-cluster axis and each cell
pincalibed pr of the Thaq candidate before the calibration v v
fcent Fraction of transverse energy in AR < 0.1 to v v
AR < 0.2 around the mh,q axis
flgaldtr ack Fraction of transverse energy sum to the highest- v v
pr core track
ARpmax The maximum AR between a track in the core v v
region and the .4 axis
| Steadtrack]| Transverse impact parameter of the highest-pr v
core track divided by its uncertainty
|S§ig}’t| The decay length of the secondary vertex divided v
by its uncertainty
track Scalar sum of the isolation tracks pr divided by v v
the sum of all core and isolated tracks pr
EM Ratio of the sum of cluster energy to the sum of v v
the momentum of core tracks
p?Mthrad( /pr  Ratio of the Thaa pr to the calorimeter-only mea- v v
surement of the mhaq prT
mEMttrack Invariant mass of core tracks and up to two most v v
energetic EM clusters in the core region
mtrack Invariant mass calculated from the sum of all core v

and isolation tracks
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Table 5.5: Defined working points with fixed true mhaq.vis selection efficiencies and the

sponding background rejection factors for misidentified m,,4.vis in di-jet events.

Signal efficiency = Background rejection RNN
Working point 1-prong 3-prong 1-prong 3-prong
Tight 60% 45% 70 700
Medium 75% 60% 35 240
Loose 85% 5% 21 90
Very Loose 95% 95% 9.9 16
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Figure 5.21: Rejection power for quark and gluon jets misidentified as m,4.vis for 1- and 3-prong

Thad-vis candidates using the Medium working point [113].
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Chapter 6

Event Selections

In this chapter, the details of this analysis strategy are explained. The goal of this analysis is
to construct the optimal strategy to search LQ production. In general, the signal events cannot
be detected easily because the cross section is expected to be much smaller than the Standard
Model processes, which are referred to as ”background” events. It is necessary to introduce some
requirements to suppress the backgrounds. One of the requirements is based on differences final
state features, referred to as ”topologies”. The signal events can be categorized according to the
topologies. Other requirement is based on the difference of the energy scale between the signal
and background events. Therefore, thresholds for reconstructed objects are useful to enhance
signal events. The requirement is referred to as ”cut-based selection”.

6.1 Signal topologies

As discussed in Section 2.3, this analysis focuses on the LQ pair-production process, where each
third-generation leptoquark decays into a b-quark and a tau lepton. The final state (2b + 27),
however, is not unique to the LQ event. There are some ordinary processes in the Standard
Model (SM), which seems to have the almost same final state. The number of signal events is
expected to be smaller than the backgrounds. Therefore, it is very important to understand
the features of the signal and background events and to suppress the contamination of the
background events.

Considering the final state (2b+ 27), the main background is top-pair production, tf process.
A top quark decays into a b-quark and a W boson with almost 100% branching ratio. When
each W boson decays into a pair of 7 and v,, the tt process has two b-quarks, two tau leptons
and two tau neutrinos. A schematic of the final states of the leptoquark and the tt are shown
in Fig 6.1. Neutrinos cannot be measured directly as discussed in Section 5.9. Therefore, the
top-pair production is recognized to have the same final state as the LQ events.

Therefore, some requirements other than objects in the final state are indispensable for this
analysis. One of the simple ideas is that an invariant mass of the b-quark and tau lepton system
may reproduce the parent particle mass. The invariant mass resolution may be worse because of
missing v, and resolution of jet energies. However, the reconstructed energy of the LQ system
is expected to be much larger than the top-quark system because of the mass difference, my,q
> 1000 GeV vs m; ~ 173 GeV.

In order to get better mass resolution for the LQ, it is important to consider how the b-
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Figure 6.1: Left: Leptoquark pair production. Right : Top-quark pair production, where the
W boson decays into a 7 lepton and a v,. The neutrino (gray colored) in the final state cannot
be measured as a particle object in the ATLAS experiment, then the final state are the almost
same as the LQ.

quark and the tau lepton are measured in the experiment. The b-quark is reconstructed as a
B-tagged jet. On the other hand, the tau lepton has two decay modes, and both of them include
at least one neutrino. Therefore, the tau lepton decay modes affects categorization of events
in this analysis. One is leptonic decay mode, 7 — (v, denoted as Tiep. Another is hadronic
decay mode, 7 — qq'v; denoted as T,,q. The LQ process can be divided into three categories
according to the tau decay modes. These are 747y channel, 7y7,,q channel and 7y,,q7Thaq channel.
The number of neutrinos in the LQ final state is 4, 3 and 2 respectively, as shown in Fig 6.2.
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/
\
T b
\
< Tiep Thad Thad
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Figure 6.2: Categorization of the LQ decay mode. There are three categories according to the
tau lepton decay modes. Both tau decay leptonically (747¢), one of the tau decays leptonically
(TeThaq) and both tau decay hadronically (ThaqThad)-

In the 7p7y channel, the light lepton (e or u) is a powerful signature to reject huge amount
of QCD multi-jets backgrounds. Light leptons (e, p) with high-pp more than 20 GeV are rare
in hadron colliders, because the leptons come from electro-weak processes as W, Z production
and heavy quark decays. Although 7,7, channel realize clean environments, the invariant mass
resolution of the b-and-tau system is the worst. The 77, channel has 4 neutrinos in the LQ
final state (6 neutrinos in top-pair production final state). This is a disadvantage for the 7,7y
channel.

In the mThaqThad channel, the large branching ratio of the tau lepton to hadrons is an advantage
in addition to better LQ mass resolution. This channel, however, is highly contaminated by the
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fake 7 backgrounds as discussed in Sec 5.8.4. It is very hard to estimate the contamination
of fake backgrounds using the background Monte Carlo samples, because the fake 13,,4 can be
caused by QCD multi-jets backgrounds.

By contrast, the 7/m,,q channel can use both of them advantages. Namely, the 7, provides a
light lepton to reject QCD multi-jet backgrounds, and the 7,,4 provides a large branching ratio.
The 7ymhaq channel is adopted in this analysis to obtain better signal to background ratio. Two
more requirements are applied to events with the 7y7,,q9 channel. One is the number of B-tagged
jets, np. The number of b-jets in the LQ events is exactly two, but b-jets are not always labeled
as B-tagged jets. Therefore, it is necessary to use events with ng = 1 and ng = 2. The other
requirement is that the light lepton from 7¢;, and 7,4 should have the opposite sign (OS). This
requirement of the OS can also suppress the QCD multi-jet backgrounds. The following sections
treat the 7ym.q events, where the the ng and OS requirements have been already applied.

6.2 Pairing method

In the 7yThaq channel, there are two b-jets, a light lepton (e, p) and a Th,q. To reconstruct
the parent mass, it is necessary to identify which pair of a b-jet and a 7 would originate from
the same leptoquark. Several approaches explained in the following have been tested. The
distribution of used variables are shown in Fig 6.3.

e max Y A¢:
Choose the combination that maximize the sum of the opening angle A¢ between a b-jet
and a lepton(Thad, Tiep), where the A¢ is defined as:

Ap = ¢i — ¢; (6.1)

where i, j represents the kind of the particles (leading b-jet, sub leading b-jet, ¢, 7). The
leptoquark is very heavy particle, therefore the opening angle A¢ tends to be the largest
if the b-7 pair is correct.

e min |7 — AR|:

Choose the pairs that minimize the sum of absolute values of 7 — AR(b, T) of two pairs.

The AR is defined as :
AR = \/An? + A¢?, (6.2)

where the An, A¢ is the difference in 7 and ¢ coordinate between b-jet and .

e min |Am|:
Choose the combination that minimizes the mass difference between two pairs, where the
energy of tau is corrected by collinear approximation [115]. For the correct combination,
mass of each pair represents the leptoquark mass, so the mass difference, Am = |m; —ma)|
should be zero. However, the final state has multiple neutrinos and the resolution of mass
is not so small.

The efficiencies for these different approaches are shown in Fig 6.4. The efficiencies of the
min |Am| method is the best, therefore this analysis decided to use the method.
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Figure 6.3: Distributions of variables used in pairing methods.

6.3 Trigger Selections

The analysis used a light lepton (e or 1) from a 7 decay to select interesting events. Therefore, the
trigger for single high-pr electron/muon is used to collect events. The final state with e is called
electron channel, while the state with u is called as muon channel. Several different thresholds
are used to maximize the signal acceptance. These are un-prescaled primary triggers [116]. It
means that very high trigger efficiencies have been kept during Run-2 period. The list of relevant
triggers are shown in Table 6.1.

6.3.1 Electron trigger

In the electron channel, events are required to have exact one electron with pr > 24 GeV that
satisfies the "medium” identification criteria and "loose” isolation requirements, as discussed in
Section 5.6.2. In later data-taking periods, the pr threshold is raised to 26 GeV and identification
requirement is changed to "tight”. In addition, events are accepted if they have exact one electron
with pr > 60 GeV that satisfies the "tight” identification criteria but not require isolation.
Furthermore, events are also accepted if they have exact one electron with pr > 120-140 GeV
that satisfies the "loose” identification criteria but not require isolation.
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Figure 6.4: Efficiency of pairing the final state b-quarks and 7 .

6.3.2 Muon trigger

In the muon channel, events are required to have exact one muon with pt > 24-26 GeV, where

the threshold depends on the data-taking period. The muon needs to satisfy a ”loose” isolation

criteria, as discussed in Section 5.7.2. Additionally, events are accepted if the have exact one

muon with pp > 50 GeV but no other requirements.

Table 6.1: Single lepton triggers used for data taking in the 7ym,q channel.

Period Single Electron Triggers (SET) Single Muon Triggers (SMT)
HLT _e24 lhmedium_L1EM20VH() HLT_mu20_iloose_L1MU15
2015 HLT_e60_lhmedium HLT_mub50
HLT _e120_lhloose HLT_mu60_0etal05_msonly
HLT _e26_lhtight_nod0_ivarloose HLT _mu26_ivarmedium
HLT _e60_lhmedium_nod0 HLT_mub50
2016 HLT _e60_medium
HLT _e140_lhloose_nod0
HLT _e300_etcut
HLT _e26_lhtight_nod0_ivarloose HLT _mu26_ivarmedium
5017 & 2018 HLT _e60_lhmedium_nod0 HLT _mu50

HLT _e140_lhloose_nod0
HLT _e300_etcut

HLT _mu60_0etal05_msonly
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6.4 Signal Region Definition

It is necessary to take into account data quality conditions before proceeding the physics analysis,
which is referred to as ”event cleanings”. The procedure select data samples for the physics
analysis. After the physics data preparation, this analysis categorized the events for the LQ
search. The categorization considers the kind of particles in the final state, and the main purpose
is to reject QCD multi-jet events. Therefore, the top-pair production still remains significantly in
the categorized events. It is necessary to reduce the contamination of the top-pair productions.
In addition to the categorization, some thresholds of each particle are proposed to realize the
reduction. The cut-based selections create a signal-enriched data set which realizes the large
signal acceptance and small contamination of the backgrounds. The set is referred to as ”signal

region” (SR).

6.4.1 Event Cleaning

The data taking efficiency of the ATLAS experiment is almost 100%, but there are some data
taking period in bad conditions. Event cleaning procedure is to get rid of such data samples.
All events are subjected to the standard event cleaning procedure. Data sample must be in-
cluded in the Good Run Lists (GRLs) as described in Chapter 3. In addition, events with
the following bad conditions are rejected; LAr noise burst and data corruption [117], Tile data
corruption events [118], events affected by the SCT recovery procedure from single event upsets
and incomplete events [119].

6.4.2 Cut-based selections

This analysis uses two types of cut-based selection. One is to focus on the number of recon-
structed objects in the final state. This selection aims to choose events with the same topologies
as the bnep bThaa. However, the selection doesn’t have power to reduce the main backgrounds, ¢t
processes. Therefore, as another selection, kinematic thresholds are investigated. The selections
focused on the energies and the detector acceptances.

Selections based on the number of reconstructed objects

To choose briep bThaq topologies, this analysis used the following selections for leptons:
e The number of light lepton (¢ = e or u) is exactly 1,
e The number of m,,q is exactly 1.

In addition, the electric charge between the ¢ and 7,,q must be opposite.

For (B-tagged) jets, this analysis also used several requirements. There are many hadronic
jets in events bescause of several radiation effects, and the B-tagging efficiency is not 100%.
Therefore, the requirements for those jets are defined as:

e The number of jets is more than 2,
e The number of B-tagged jets is 1 or 2.

After applying these requirements, kinematic thresholds are considered for each object.
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Selections based on Kinematic properties

Although the backgrounds can be highly suppressed by tight requirements, it is important to
keep the signal acceptance. Therefore, optimal thresholds were chosen for this analysis. The
kinematic thresholds were applied to the light lepton, 1,4, (B-tagged) jets. In addition, several
combination variables were used as the thresholds.

For the light lepton, the corresponding trigger threshold is used as the transverse momentum
requirements. Therefore, the minimum value is 25 GeV. For the m,,q, pT > 100 GeV is applied,
because the m,,q pr distribution of the signal events has much entries in the higher energy
region. Fig 6.5b shows the comparison, where the black colored histogram represent all of the
backgrounds, and the red point represent LQ signals with mp,q =1000GeV. In addition, the 7y,,q
is required to exist in |n| < 2.3.

All jet candidates are required to have pp > 20 GeV within |n| < 2.4. Jets caused by detector
effects, beam backgrounds and cosmic rays are eliminated. In addition to the basic requirements,
this analysis requires the transverse momentum threshold to the leading jet. To define the cut
value, the jet pr distribution is checked as shown in Fig 6.5a. There is few signal events below
the pr = 60 GeV. Therefore, it is required that the pr of the leading jet is larger than 60 GeV
to keep high signal acceptance.

As the other kinematic threshold, scalar sum of energies was used, which is defined as:

st = (B + [pp 8 % o o o [p| + o (6.3)

The leptoquarks have higher energy particles in the final state, thus the s tends to be distributed
in higher energy region shown in Fig 6.5c. To reject the backgrounds, the st is above > 400
GeV. These selections are summarized in Table 6.2.

6.4.3 Validation of the SR

Here, the defined SR are evaluated how much the thresholds are effective. The number of
B-tagged jets distribution with those cut-based selections is shown in Fig 6.6. This plot is
normalized to an arbitrary unit to look at the shape difference, where the fake 71,4 background
is not included. The black line represents the SM backgrounds (top-pair production + other
backgrounds), and the red and blue points are the leptoquark signals, mpqg =1000 GeV and
mrq =1500 GeV respectively. The signal-to-noise ratio (S/v/B) is shown in Table 6.3. After
applying the cut-based selections, the S/ VB is found to be improved.

The signal events have two b-jets, and the ng is almost in ng = 1 or ng = 2 bin. When the
red and blue points are compared, the peak of the ng is depending on LQ mass. To keep high
signal acceptance at the larger leptoquark mass, it is better to use both ng = 1 and ng = 2.
The np = 0 bin also contains as many signal events as for ng=1 and ng=2. However, the bin
contains a lot of backgrounds, thus the S/ VB becomes worse if the ng = 0 is included to this
analysis. On the contrary, the number of signal events in the ng = 3 bin is greater than the
backgrounds. Although the S/v/B is a bit good, the compositions of the backgrounds in the
bin is complexed. In addition, the number of signal events too small not to affect the analysis
sensitivities. Thus, events with np = 3 are decided to be excluded.
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Figure 6.5: The basic kinematics variables to decide the object-base threshold. The black line
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Figure 6.6: The number of B-tagged jets distribution for the standard model backgrounds (black
histogram) and the reference signal (mpqg =1000 GeV, red line, mpqg =1500 GeV, blue line).
The events with the cut-based selections are filled in the histogram.
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Table 6.2: Preselection

Object Requirement

exact one lepton
pr > 1GeV + the trigger threshold#
T e= 24,26, 120-140 GeV

e,
I =24, 26,50 GeV
e must pass the 'tight’ identification
(4 must pass the 'medium’ identification
exact one

T pr > 100 GeV
In| < 2.3

the leading jet pr > 60 GeV

Jets the sub-leading jet pr > 20 GeV
the number of B-tagged jets = 1 or 2
st > 400 GeV

Others
Opposite charge sign between £ and 7,q

Table 6.3: Signal-to-noise ratio in the number of B-tagged jets with mpq =1000 GeV. The
"before” and ”after” represent the events with/without the cut-based selections. After applying
the selections, the signal-to-noise ratio is improved.

ng S/VB (Before) S/vVB (After)

0 0.016 0.093
1 0.081 0.336
2 0.099 0.413
3 0.039 0.131
4 0.009 0.023
5 0.006 0.026
6 0.021 -
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Chapter 7

Statistical Treatment

In this chapter, the statistical treatment are described, which are used in the background esti-
mation and the result computations. This chapter is widely referenced from [120)].

7.1 Parameter Estimation with Profile Likelihood Function

This analysis uses a maximum-likelihood method to estimate a parameters of interest, or a signal
strength factor (u) [121]. The signal strength factor acts as a scaling to the total rate of signal
events, defined as : ”
experiment

B Otheory ’ (71)
where the o4 is the experimental cross section of the leptoquark pair production, and the oy, is
the theoretical expectation cross section values. The p = 0 corresponds to the background only
result, and p = 1 is the background + signal result.

For purpose of using the maximum-likelihood fit, this analysis builds a profile likelihood
function by histograms. The number of entries in the i¢th bin from signal and background, s;

and b;, are:
500 = s [ L0 (7.2)
i-th bin

bi(0s) = biot / By (73)
-t in

where the sio (bot) are the total number of signal (background) events, the fs(z;0s) (fp(z;05))
are the probability density function (PDF) of the variable x, and 65 (0}) represent parameters
that characterize the shape of PDFs. The set of parameter 0 is referred to as "nuisance param-
eters” (NPs) in this analysis. The NPs correspond to systematics uncertainties in this analysis,
but the value is not the goal of this analysis. Therefore, the expected number of events in the
i-th bin, n;, can be written in:

Eln] = psi(0s) + bi(6s), (7.4)
where the parameter p determines the number of signal events in the i-th bin. Below, the
parameter set @ = (05, Oy, biot) is used to denote all of the nuisance parameter. which will often
be constrained by using the auxiliary measurements.

This analysis assumes that each event distributes according to Poisson probability:

Fl) =2, (7.5)

x!

73



where A is the expected number of events and the z is the observed number of events. Then the
expected number of events in an i-th bin, \;, is:

Ai = psi(6) + bi(0). (7.6)
The likelihood function is the product of Poisson probabilities for all bins:

N o - M -
Lol 6) = ][ (sj(0) +05(0))™ _(us,(0)+b;(0) 11 ur(0)™ _ui(0) (7.7)

n;! my,!

§=0 k=0

where the second term represents the auxiliary measurements with the expected number of events
in k-th bin, my. In the auxiliary measurements, the signal contamination is usually removed
by some kinematical cuts. Then the ug(0) represents the only background distributions in the
measurements.

It is useful to find the minimum of the negative logarithm of the likelihood, —In L(n|u, 6),
instead of the maximum of the likelihood. The most common tool for finding the minimum-
likelihood estimator is MINUIT [122], and this analysis uses a tool wrapped it, HistFactory [123].

The estimators are denoted as (ft, @), which is referred to as "best fit value”.

7.1.1 Concrete Likelihood Template for Systematics

The profile likelihood is a way to include systematics uncertainties in the likelihood expression.
The idea behind is that systematic uncertainties come from imperfect knowledge of parameters
of the model. The systematics are included as the nuisance parameters, then the number of
expected events is parameterized as :

Vp,i(e) =Np; X ncs(a) X chi(a)7 (78)

where the 0 = (1¢s(a), ocsi()), the nep; is the number of events of process p in the i-th bin,
and n(a) or o(a) correspond an acceptance or a shape systematics uncertainties, respectively.
The acceptance uncertainty is referred to as "OverallSys”, which affects only the total number
of events of the histogram, while the shape uncertainty is referred to as "HistoSys”, which
affects the total events and the shape of the histogram. The « is a set of all of the variance of
the systematics uncertainties, which is constrained by a Gaussian form:

1160, 1), (7.9)

where the «, is the variance of the p-th systematics sources. Therefore, the profile likelihood
including the systematics as the nuisance parameters in the function form is given by:

N
L(1,0) = [ [ P(wpilu,0) x ] G(el0,1). (7.10)
=0

JjESsyst

7.2 Hypothesis Test

In addition to the parameter estimation in the Section 7.1, testing one or multiple hypotheses are
also important in this analysis [124]. For discovering or excluding new physics hypothesis, the
hypothesis test is often performed to check if a dataset is consistent with the hypothesis. The test
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uses two hypothesis, null hypothesis, Hy, and the alternative hypothesis, H;. The null hypothesis
describes only known processes, or the Standard Model, which is referred to as background only
hypothesis in this context. The alternative hypothesis describes both background and signal
process.

7.2.1 Profile Likelihood Ratio as Test Statistics

The hypothesis test needs a good test statistic to separate the Hy and Hi. As an optimal best
choice of the test statistic, the likelihood ratio is defined by the Neyman-Pearson lemma:

Ap) = , (7.11)

where 0 is the value of 6 that maximizes L for the specified u. The likelihood ratio is converted
to a convenient test statistic form:
qu = —2In A(p). (7.12)

Higher value of ¢, correspond to increasing inconsistency between data and the hypothesis. The
disagreement can be quantified by:

Py = / £ (qulis) g (7.13)
q

u,0bs

where g, obs is the value of the test statistic ¢, observed from the data and f(g,|ux) denotes the
PDF of g, under the assumption of the signal strength p.

7.2.2 Upper limits

After observing a result which is consistent with the background hypothesis, an upper limit
test is performed to compute the limit on the strength parameter pu. For the purpose, two test
statistics are defined:

' 0 (4> p).

In the upper limit test, the signal strength p is scanned from f to find a threshold where the

IN

(7.14)

v

model can be excluded with 95% confidence level (CL). The confidence level is computed as a
ratio of the Eq (7.14) [125]:
CLs =Pt (7.15)
Po
When the value of the CLs is 0.05, the u is interpreted as the upper limit. As discussed in
Section 7.1, the signal strength correspond to the signal cross section. Therefore, the upper

limit on the cross section can be extracted via the limit of the u.

7.3 Asymptotic Regime

In order to use the test statistics Eq (7.13), it is necessary to know the sampling distribution
of the test statistics. Therefore, in this analysis, the test statistics is performed using the
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asymptotic formulas based on [120]. In large statistics data samples, the distribution of the test
statistic can be approximated according to Wald’s theorem [126]:

—2InA(p) = (“;’“‘)2 +O(1/VN), (7.16)

where N is the data sample size. The [ follows a Gaussian distribution with a standard deviation
o and mean p’. The standard deviation o of fi is obtained from the covariance matrix of the
estimators for all the parameters, V;; = cov[éi, éj], where the 6; represent both p and the nuisance
parameters (6p = p). In the large sample limit, the bias of maximum-likelihood estimators is
zero in general, then the inverse of the covariance matrix can be written as:

(7.17)

2InL
vyt = £ ||

00,0,
where the expectation value assumes a strength parameter p’. The asymptotic formulae needs
this o, thus the ”Asimov” dataset is constructed. The approximation presented here are valid

to the extent that the O(1/v/N) term can be neglected. A mean value of i’ gives i = p/ and
the test statistic is approximated as:

—_ N2 AV
—2In A () =~ w with 0% = WLZH)” (7.18)
o qu,A

where the test statistic under the Asimov dataset is g, 4 = Aa(p).

7.3.1 Upper limit

Assuming the validity of the Wald’s theorem [126], the test statistics can be written as:

_n\2
(”05) (

0 (i

=
IN

G = 2 (7.19)
).

)

\Y]

In addition, the PDF f(q,|x') is given by:

flaul) =2 (’“‘/U_“> 6(qu) + ;\/12?\/% exp [—; ( Qu — “;”l>2] . (7.20)

The cumulative distribution is

/

Fgulil) = (v — ==, (7.21)

g

The p-value of the hypothesized u is

pu=1— Flgul') = 1 - (). (7.22)
Therefore, the upper limit on u can be explained as :

fup = fi + 0711 — a). (7.23)
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Chapter 8

Background Estimation

In this chapter, the background estimation methods for this analysis are described. As discussed
in Chapter 5 and Chapter 6, the final data for the leptoquark production are contaminated by
the Standard Model processes, referred to as ”background” processes. Although the backgrounds
are modelled well by the Monte Carlo (MC) simulations, there are still room to understand the
modeling.

8.1 Overview of background composition

As discussed in Section 5.8.4, due to limitation of rejection power, hadronic jets are mis-identified
as tau leptons decaying into hadron, 7y,4. This is referred to as jet-to-m,.q fakes, in short fake
Thad, here. Therefore, background processes can be divided into two categories; backgrounds
with true 1,9 or with fake 7,,4. This section is also divided into two parts corresponding to
each 1,4 component.

8.1.1 Backgrounds with True 7.4

As discussed in Section 6.1, tf process is the main component of the background with true 7,.q.
However, the ¢t process have been already discussed in Section 6.1, the description is presented
again to complement the background descriptions. In addition, other background sources are
also described here.

Top-quark pair production
The tt process is the dominant background as shown in Fig 8.1, because the final state has
two real b-jets and two real 7 leptons.

Figure 8.1: Feynman diagram of ¢f production.
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Z—+jets

Z boson with some heavy-flavor jets processes (Z+ HF) are also considered as background
processes, if the Z boson decays into tau lepton pair with 7je, + Thaq as shown in Fig 8.2.
However, the cross-section of such Z+ HF process cannot be predicted well by the MC
simulations, because there are some uncertainties coming from the Parton Distribution
Function (PDF) and the initial state radiations. In addition, this is known problem related
to the SHERPA. In this analysis, the Z+ HF MC samples are scaled by the fit, which is
described in Chapter 9.

Figure 8.2: Feynman diagram of Z+ jets production.

Single-top process
These are three types of single top process, t-channel, s-channel and Wt associated pro-
duction, as shown in Fig 8.3. The true m,,q appears via the t-quark decay mode, t —
b+ W(— Thaavr). This analysis requires exact one light lepton (e or p), then the final
data are contaminated by ¢- and s- channel if radiated jets fake to the lepton. On the
contrary, in the Wt-channel, the primary W can decay into leptonic mode. Therefore the

Wt-channel is the main backgrounds in this single-top process.

b t q t 9 t

(a) t-channel (b) s-channel (¢) Wt-channel

Figure 8.3: Feynman diagram of single-top productions.

Wjets
Events of W boson productions with jets is shown in Fig 8.4. The 7y,,4 appears via the W
boson decay, W — mhaqvr. Thus, if the quark or gluon initiated jets are mis-identified as
light lepton, the W+jets events remain in the signal region.

Other minor backgrounds
There are two minor backgrounds, di-boson productions (WW,ZZ and W Z) and Standard
Model higgs productions.

The true m,.q backgrounds are well modelled by the MC simulations, except for the tf and
Z+ HF backgrounds. Although the W+jets are not also well modelled, the contamination is
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Figure 8.4: Feynman diagram of W+ jets production.

much smaller than the two processes. Therefore, only for the two backgrounds (¢¢ and Z+ HF),
each normalization factor is treated as freely floating parameter in the final fit. This meant that
the normalization of tf and Z+jets backgrounds are determined by using the experimental data.
For the other backgrounds, the MC simulated events are scaled by the corresponding luminosity
factors.

8.1.2 Backgrounds with Fake 7,4

It is also necessary to estimate background events with mis-identified 7,54 objects, which are
referred to as fake m,,q backgrounds. As discussed in Section 5.8.4, the fake 7,,4 originate
from hadronic jets. In this analysis, the dominant fake 7,4 backgrounds also comes from ¢t
processes, where one of the W boson decays into the leptonic mode and the other W boson
decay hadronically. In addition, other backgrounds can be sources of the fake 1,,4 backgrounds.
The Z + jets remains in the final data as fake m,,4 backgrounds, if the Z decays into ¢/ and
associated jets are mis-identified as m,,4. The single-top process remains if ¢ decays into bW (fvy)
and and associated jets are mis-identified as m.q9. Finally, the W + jets process remains if the
Z decays into fvy; and associated jets are mis-identified as 7aq.

These fake m,,q backgrounds are estimated by so-called scale factor method, which aims to
correct the MC simulation by using the data samples. The method is based on the statistical
treatment as discussed in Chapter 7, where the fits are performed in several control regions.
The detailed descriptions are provided in Section 8.3.

8.2 Z — 77 background estimation

The cross section of Z — 77 production in association with heavy flavour (b, ¢) jets is known
to be not well modelled by the SHERPA, thus this backgrounds are required to be normalised by
using real data. In this analysis, the normalization factor is included as freely floating parameter
in the final fit which is constrained by a control region (Z+ HF CR). The production probability
of heavy-flavor jets is independent of the decay mode of the Z boson, thus the control region uses
Z — pp/ee + heavy flavour jets. The definition of the Z4+ HF CR are shown in Table 9.3. Since
the data set with the event selections is orthogonal to the leptoquark signal enriched region, the
region is fitted simultaneously with the signal region.

The composition of the control region is shown in Table 9.3, and the di-lepton invariant
mass, myy, distribution is shown in Fig 8.5. As shown the figure, the my, distribution shape is
determined by the Z — ¢¢ (¢ = e, oru) events. Then, the shape is useful information for the
likelihood fit.
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Table 8.1: Definition of a control region for Z + heavy flavor jets.

Requirement Value

Number of leptons exactly 2 por 2 e

Number of b-jets exactly 2 b-jets (DL1r 77%)
Di-lepton mass (my) 75 GeV < my < 110 GeV
Di-bjets mass (mp,)  mpp < 40 GeV or my, > 210 GeV

Table 8.2: Pre-fit event yields in the Z+jets CR.

Background Yields

Z — ee 20201.852 £ 160.928
Z — p 27545.478 + 197.638
tt 34985.695 £ 83.160

Total backgrounds 85001.866 + 261.72

Data 95730

The Z+ HF CR is included in the final fit as the myy distribution. The normalization factors
are found to be :
F,, =1.29+0.019, (8.1)

In addition to the binning optimization, the event selections are optimized. The Z — ¢¢ enriched
region can be defined by the E{,{‘iss significance, which is defined as:

S = 1EFT] , (8.2)

V2 Er

where the |E35S | is the reconstructed magnitude of the missing transverse momentum, and the
\/>_ Er event-based approximations to the total EXsS resolution [127]. The Fig 8.6 shows this
variable for ee and up channels respectively. As a test point, mys distributions with S < 2.5
are shown in Fig 8.7. The S can obviously reduce the ¢t contributions, and the Z+ HF CR
is dominated by Z — ¢/ events. When the Z+ HF CR with ER significance requirement is
fitted, the normalisation factor is found to be :

Frp5<25 = 1.29 4 0.019. (8.3)

These normalization factor and their uncertainties are compatible between the Z4+ HF CR with
and without E%Fiss significance requirement. In addition, the side band region of the Z+ HF
CR without the ERS significance can be used as a kind of t# CR to constrain the modeling
uncertainties. Thus, the E%ﬁss significance cut is not applied to select the control region events
and the definition is kept as the one described in Table 8.1.
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Figure 8.6: Pre-fit E{pniss significance distribution in the Z+ HF control region.

8.3 Fake 7,4 Background estimation

It is difficult to estimate contribution of fake 1,4 by only using the MC simulations, because
it is hard to compute enough QCD multi-jets MC samples due to the CPU limitations. This
analysis used a method to provide a scale factor (SF) to estimate the fake m,,q background
by comparing the data and MC simulation results. As discussed in Section 8.1.2, the main
components of the fake backgrounds is also ¢t process. Although the other minor backgrounds
can be the fake background sources, these contribution is very small. Therefore, this analysis
aimed to evaluate the scale factors for the ¢t fake backgrounds. In this analysis, the dedicated
regions are prepared, and are used to estimate the fake m,,q SF. The following sections describes
the definition of regions, likelihood fit configurations and the results of the fake SF.

8.3.1 Definition of the Fit Region

For the fake 1,4 SF calculations, this analysis prepared a region for the fit (Fit Region; FR).
The fake-1,,q4 FR is prepared so that the region is not affected by LQ signal but selected the
same criteria as much as possible. In addition, to avoid the QCD multi-jet fakes contaminations,
only 2-tagged regions are defined as the FR. There are only two differences between the SR and
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Figure 8.7: Pre-fit my distribution in the Z+HF control region after applying E{Fniss significance
< 2.5 cut.

the FR, which are the st and the E%liss criterias to divide the regions.

However, the SF is expected to be depend on the sp and b-tagged regions. Therefore, this
analysis also prepared three types of control regions (CRs) for the test of the sy and b-tagged
dependencies. The three types of regions are subset of the FR parameterized by the sr and
b-tagged requirements, as shown in Fig 8.8. The CR1 is the lower st region, the CR2 is the
higher st region and the CR3s are used to evaluate the difference between b-tagged regions.
The fit is performed at each CRs to calculate the corresponding SFs, and the differences are
evaluated as the uncertainties on the SF's. These definitions of the regions are summarized in
the Table 8.3.

These dependencies are evaluated as differences of each SF central values. This analysis
defines the SF's with conservative errors to cover the sp and b-tag dependencies explained as:

SF = SF( & \/ag + 02, + agtag, (8.4)

where SFo+ 0 is computed in FR, the o, is computed by comparisons between CR1 and CR2,
and the opag is computed by comparisons between 1-tag CR3 and 2-tag CR3.

Table 8.3: Definition of scale factor regions. The SR uses scale factors computed in the FR,
which have conservative errors estimated by each CRs.

Variable SR FR CR1 CR2 CR3
B-tagged jets lor2 2 2 2 1 2
pr (e, p) pr >1 GeV + trigger threshold
Il (Thaa) <23
pr (jets) > 60 (40) GeV
Charge Opposite-sign (¢, Thad)
Pr (Thad) > 100 GeV > 25 GeV
Eps > 100 GeV - - - - -
sr > 600 GeV < 600 GeV  [0,400] GeV  [400,600] GeV  [300,600] GeV  [300,600] GeV
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Figure 8.8: Fake scale factors are calculated in each region, FR, CR1, CR2 and CR3. The only
CR3 has two types, 1-tag region and 2-tag region.

8.3.2 Fit Strategy

The fake SF aims to measure data-driven corrections by the fit at a dedicated region. At the fit
stage, the modeling uncertainties of the tf true m,,q are also considered to compute the precise
SFs. Therefore, the fit used a kinematics variable, mgﬂv defined as :

myy = \/2p[%E%1iss(1 — cos Ag), (8.5)

where the pgT is the transverse momentum of the light lepton (¢ = e or u), the missing transverse
energy E{,?iss, and the difference of each ¢. The tt background tends to have a peak at mjvy ~ 80
GeV. This variable can have a pure tt true 7,,q background region at the higher mass, while the
other regions are admixture of the fake and true m,,q backgrounds.

The fit strategy is based on the profile-likelihood method, as discussed in Chapter 7. The
estimators are the fake 7,,q SFs, and the ¢f normalization factor. In addition, the ¢t modeling
uncertainties are also considered. All of the parameters are included as nuisance parameters of
the profile-likelihood function. The fake SF is parameterized as a function of the 73,4 transverse
momentum and the number of prongs. The parametrization is summarized in Table 8.4.

Table 8.4: The fake SF is parameterized by the transverse momentum and the number of prongs
(prongness). The bin width is determined by the available statistics in each bin. Especially, the
last bin of the 3-prong m,.q begins from pt =70 GeV, due to the statistics.

Prongness pT range

l-prong  [25, 35|, [35, 40], [40, 45], [45, 50], [50, 55], [55, 70], [70, 100], [100, oc]
3-prong (25, 35], [35, 40], [40, 45], [45, 50], [50, 55], [55, 70], [70, o0
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8.3.3 sy Dependencies Test

The s7 dependencies of the SF are estimated by using the two regions, CR1 and CR2. To test the
dependencies, each SF is computed in the corresponding regions. The differences between the
central values in each bin are included as the uncertainties on the FR SFs. The SFs are shown
in Fig 8.10. For the pt > 100 GeV bin of the 1-prong .4, the corresponding systematics is the
differences between CR1 and CR2, os = £0.332. For the pt > 100 GeV bin of the 3-prong
Thad, the corresponding systematics is the differences between CR1 and CR2, os = +0.192.

—e— 2tag CR1 (sT <400 GeV) —e— 2tag CR1 (sT < 400 GeV)

—e— 2tag CR2 (400 < T < 600 GeV) —e— 2tag CR2 (400 <sT < 600 GeV)

Scale Factor
P

Scale Factor
o

0.8 0.8H $

0.6 0.6

0.4 0.4

0.2 0.2

b L e L OB L
50 100 150 200 250 300 50 100 150 200 250 300

1-prong T4 P, [GeV] 3-prong T, P, [GeV]
(a) Fake SF for 1 prong 7haq (b) Fake SF for 3 prong mhad

Figure 8.9: Fake scale factors in CR1 and CR2. The 8.10a is for the 1-prong 7.4, and the 8.10b
is for the 3-prong Tyaq-

8.3.4 B-tag Dependencies Test

The number of b-tagged jets dependencies of the SF are estimated by comparing of two regions,
1-tag CR3 and 2-tag CR3. To test the dependencies, each SF is computed in the corresponding
regions. The differences between the central values in each bin are included as the uncertainties
on the SFs. The SFs in each region are shown in Fig 8.10. For the pt > 100 GeV bin of the
1-prong Tha4, the corresponding systematics is the differences between 1-tag CR1 and 2-tag CR1,
Obtag = £0.171. For the pr > 100 GeV bin of the 3-prong 7.4, the corresponding systematics
is the differences between 1-tag CR1 and 2-tag CR1, opag = £0.017.

8.3.5 Fit Results

The fit was performed at the FR, and the pre-fit/post-fit results are shown in Fig 8.11-Fig 8.14.
The data yields are less than the background stacked histogram in the pre-fit distributions,
because the modeling of the tf true m,,q backgrounds are not completely [128]. After performing
the fit, the backgrounds are corrected by the fake SF and the ¢f normalization. Therefore, the
data yields matched with the corrected backgrounds in the post-fit distributions.

The SFs are shown in Fig 8.15, where the gray error band represent the conservative errors.
In addition, the Fig 8.16 shows how the conservative error covers the dependencies. Each SF
are within the error bands, therefore the Eq (8.4) can cover the concrete form to represent the
fake scale factors for the SR. The SF is applied to the SR at the final fit stage as discussed in
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Chapter 9. In addition, the systematics uncertainties related to the sp and b-tag dependencies
are also included as the final fit.
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Figure 8.11: Post-fit distribution in the CR for 1-prong m,,q4. The mT distributions are parame-
terized as a function of 7,,q transverse momentum, and the number of prongs. The background
sources in each bin are categorized by the corresponding colors. The black point is the experi-
mental data, and the yellow colored histogram is the ¢t true 7,,q background, and the magenta
colored source is tt fake Th,q background. Other sources are also categorized as shown in the
legend of each histogram.
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Figure 8.12: Post-fit distribution in the CR for 3-prong m,,q. The mQW distributions are parame-
terized as a function of 73,4 transverse momentum, and the number of prongs. The background
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mental data, and the yellow colored histogram is the tf true m,,q background, and the magenta
colored source is tt fake 7,4 background. Other sources are also categorized as shown in the
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Figure 8.15: Fake scale factors in the FR. The 8.16a is for the 1-prong m,,4, and the 8.16b is for
the 3-prong 7,q4. The gray error bands represent the parametrized error defined as Eq (8.4).
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Chapter 9

Cross-section measurements

The background estimation strategy has been already fixed as discussed in Chapter 8, the number
of backgrounds are estimated with statistical treatments. The statistical results correspond to
the cross section of the leptoquark production cross section. This analysis doesn’t use the
experimental data to obtain the upper limit on the cross section. But, expected upper limit
from the obtained luminosity is estimated.

This chapter begins with the introduction of Parametric Neural Network (PNN) [14] tech-
nique to construct final discriminant variables. After calculating the PNN distribution, its
binning strategy to rebin are described. The rebinned PNN scores are used to extract the up-
per limit according to the statistical treatment Chapter 7, and finally the interpretation are
presented.

9.1 Parametric Neural Network

In particle physics, machine learning (ML) techniques are very powerful tool. One of the main
usages is to reconstruct particle objects, as discussed in Chapter 5. In addition, these techniques
can be used to classify the events into signals and backgrounds. This analysis decided to use the
ML technique as same as the previous work [13]. The previous work used Boosted Decision Tree
(BDT) [15] technique, which is one of the most commonly used techniques. The BDT method
can work fine with limited statistics, therefore the high energy experiments use the technique
for a long time.

The previous and current work prepared the signal MC samples for several leptoquark masses.
However, there is a problem to use the BDT models with these samples. One BDT model
is necessary to be trained for one mass value, therefore it is necessary to train many BDT
models. In other words, it is necessary to prepare many BDT models in order to scan all of the
interesting mass parameters. It may make the analysis procedure complicated, then this is one
of the disadvantages for the BDT model. Furthermore, the BDT models cannot work fine at a
mass value, where the BDT isn’t trained for. To prepare the complete set of the BDT model
for all of the interested mass values, a lot of signal MC samples are needed. However, the MC
sample preparation takes a lot of CPU time, thus the only limited mass values can be used in
the analysis. Therefore, the analysis decided not to use the BDT models, but to use Parametric
Neural Network (PNN) [14] model. The PNN can solve the problems.

The PNN for this analysis is based on a neural networks architecture, which is also widely
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used in high-energy physics. The PNN is expected to work fine for any mass values in interested
region even if no signal MC sample is prepared for a specific mass value. This is an important
reason why the PNN is adopted in this analysis.

9.1.1 PNN architecture

The PNN can tackle a full set of related tasks with a single network, while the BDT need
to tackle it with many trained models. This is done by including not only the traditional
set of event-level features as input variables, but also parameters that describe the theoretical
expectations such as a new particle’s mass. The approach can be applied to any classification
algorithm. Therefore, a single parameteric network can replace a set of the BDT models, as well
as smoothly interpolate to cases where it has not been trained.

The PNN has one input layer, some hidden layers and one output layer as same as traditional
neural networks. Input variables are taken as a vector of signal features, * = (z1, 2, ..., xy),
which is based on event-level quantities, e.g. momentum p, energy E, position information ¢, 7
and so on. Furthermore, as discussed above, the PNN takes one or more theoretical parameters,
0. This is a critical difference between traditional neural networks and the PNN. The PNN use
both sets of inputs,  and 6.

After training, the resulting network is then a function of these features in terms of 6, i.e.
f(x,0). This is yielding different output values for different choices of the parameters @ shown in
Fig 9.1. The PNN last layer has one neuron which computes the output value by using sigmoid
function. The output value distributes from 0 (background-like events) to 1 (signal-like events),
where the value is called as the PNN score. Training and test sample give a certain PNN score,
f(x,0)rqin and f(x,0)est. These scores are compared to validate the training. In this analysis,
the leptoquark mass is chosen as the 6.

0 1
signal like events

Figure 9.1: The concept overview of the PNN. The last layer outputs a certain value using
sigmoid function. The PNN distributes the signal events (red colored line) around 1, while
it distributes the background events (blue colored histogram) around 0. If a event distributes
around 1, we found that the event could be from the signal process.

9.1.2 Input variables

Events are required to pass the selection criteria described in Sec. 6.4.2, and the MC samples are
weighted by their predicted cross sections. The input variables are computed from the events,
where the bt pairs are decided by the min|Am| method described in Section 6.2. Here, the
experimental objects are summarized in Fig 9.2. There are two b-jets, one light lepton, one
hadronic jet (7haqa) and the EXSS. These variables distribution are shown in Fig 9.3. Each
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colored stuck histograms show the components of the background. On the other hand, the
colored dots show the signal distribution.

hadronized jet

v, -eeee P > Epis
LQ; /’ .
/ Uy wemment
)
L_Qg A \ hadronized jet
U, ==mmemeeee-- '
T
q

Figure 9.2: The objects used for the input variables of the PNN. In the final state, there are two
jets from b-quarks, one jet from hadronic tau, one light lepton and the Ezriliss from neutrinos.

e AR(Y,jet)
The AR between the light lepton and its paired jet. The LQ is very heavy particle, thus
the LQ rest frame has no velocity with respect to the ATLAS laboratory frame. The b-jet
and the tau lepton from a LQ could pass away back-to-back. Therefore signal events could
have a peak around AR ~ 3.

o Ag(L, ER'™)
The opening angle between the light-lepton and the missing energy. As shown in Fig 9.3,
the E%ﬂss comes from 7o, mainly. Furthermore, each object from a leptoquark is highly
boosted. Therefore the opening angle of the signal events tend to be smaller than back-
grounds’.

[ ] ST
Scalar sum of the energies defined as Eq (6.3). The leptoquark events are very hard process,
thus the distribution tends to the higher energy region than the backgrounds distribution.

° Eqn?iss centrality
This variable quantifies the position in ¢ of the E:,n?iSS with respect to the visible decay
products of the two taus.

; A+ B
EF*S Centrality = ———— 9.1
d Uy ey -1
where A and B are given by:
Sin(¢ miss — (bq—)
A= 0F (9.2)
Sln(¢7’ - d)’r)
Sin(¢7- — d) miss)
B=— i (9.3)
(@, — 4,)

The centrality is :
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— /2 when the E{,?iss lies exactly between the two taus
— 1 if the E%liss is perfectly aligned with either of taus
— < 1if the E%‘iss lies outside of the ¢ angular region defined by the two taus

Signal events tend to have larger values of the E%nss centrality as in these cases the two
taus are produced from the decay of a leptoquark and the reconstructed E}niss ¢ angle
generally falls in between the two visible tau decay products.

® Mt jet, MMy, jet
The invariant mass between hadronic tau and its paired jet, and between the light lepton
and its paired jet, respectively. Although the invariant mass doesn’t have a good resolution,
the variables can still characterize the signal events.

e Hadronic tau pr
Transverse momentum of the 7,,4. Since the leptoquark is heavier than other SM particles,
then the pr tends to be larger.

9.1.3 Training of the PNN

The only tt process is used for the training as the background, because it is dominant background.
The PNN has several parameters, referred to as ”hyperparameters”, to specify the network
architecture. Here, the hyperparameter set is summarized in Table 9.1. The number of events
per each signal sample is shown in Table 9.2. This analysis used 26 mass points, where the
interesting region around 1000 GeV is divided per 50 GeV. For the backgrounds, the mass
parameter is given at random within [300,2000] GeV. In addition, the training validations are
shown as the overtraining checks Appendix A.

Table 9.1: PNN hyperparameter values are used in this analysis.

Ttems Optimized value
Epochs 64

Batch size 32

The number of hidden layers 3

The number of neurons per each hidden layer 32
Learning rate 0.1
Decay rate 10-°

9.2 Binning Strategy

To calculate the expected cross-section of the LQ pair-production, the PNN distributions are
used for a binned-likelihood fit. The raw PNN scores, however, are continuous value from 0
to 1, then it is necessary to construct histograms from the distributions, while keeping the fit
stability. The binned-likelihood fit could be affected by the number of bins and the statistical
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Figure 9.3: Distribution of PNN input variables at the pre-selection level. Some variables are

blined, because such higher energy regions have some discriminating power to find the signals.

As conservative strategy, such signal sensitive regions are blinded.
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Table 9.2: LQ Tiep Thad yield table as the PNN input sample.

mass(GeV) MC raw events sum of weight (B = 1)

300 7574 4.49e+04
400 8914 1.84e+04
500 32918 7.73e+03
600 12064 3.06e+03
700 12830 1.24e+03
800 12988 578
900 32709 270
950 9456 177
1000 9706 131
1050 9598 87.7
1100 9491 61.8
1150 9523 43.5
1200 9373 30.2
1250 4453 22.7
1350 2106 10.8
1400 2077 7.98
1450 2067 5.99
1500 2025 4.08
1550 1182 3.1
1600 1173 2.28
1700 8365 1.23
1800 1057 0.635
1900 1104 0.382
2000 993 0.196

flacutuations. Therefore, this analysis adopted a binning strategy which has been studied [129]
to optimize the search sinsitivity.
In the binning strategy, a function Zp is defined as :

Zs ns(k7l) + Zp * nb(kvl)
Ns Nb ’

Zp(k,l) = (9.4)
where z,; are free prameters, Ny are the total number of signal (background) events of the
input histogram, and ngp(k,[) are the number of signal (background) events from k-th bin to
[-th bin of the input histogram.

Here, the number of bins of the input histogram is Né?fut. The transfromation starts with
a rightmost bin, £k =1 = N,ia?fm. The range of the [k,!] is increased by adding a bin one by
one from the rightmost to the leftmost, i.e. the k is decreasing by each step. The value of
Zp(k,1) is calculated at each step. When the condition Zp(k,1) > 1 is fulfilled with k = k1, the
position is deined as the second bin boundary. All bins in the interval [k, ko] are merged into a
single bin for the output histogram. Next, the transformation re-starts with the bin boundary,
k =1 = k1 — 1, and repeats the sampe stems to search a next bounday, k2. This is continued
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until all input bins are remapped and kN, is found, where Np;, is the number of bins in the
output histogram.

9.2.1 Background Breakdown in the Signal Regions

The breakdown of these backgrounds are shown in Fig 9.4 as a function of the PNN score, where
the fake-m,,4 backgrounds are estimated by the MC simulation. Other mass points breakdown
are also shown in Appendix B. Although the number of top-quark processes is larger than
single-top process, the single-top backgrounds dominate in the higher PNN score region. The
particles from the single-top processes have larger energy than the tf process, thus the single-
top backgrounds tend to have PNN higher scores thant the ¢ processes. The number of each
background source in signal region of PNN score > 0.9 is also shown in Table 9.3.
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Figure 9.4: Background composition in terms of the PNN score for mrq =1300 GeV signal.

Table 9.3: The number of backgrounds in the signal region.

Background Yields
VH 5.96
diboson(WW, W Z,ZZ) 30.30
W+Jets 28.98
Z+Jets 469.62
single top 1446.50
tt 13943.66
Fakes 3722.49
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9.3 Systematics Uncertainties

Systematics uncertainties in measurements other than statistical fluctuation. As discussed in
Chapter 4, physics processes are simulated by the MC generators, but the modelling are not
perfect. Furthermore, there are limits of the detector resolutions, thus there are also imperfect
understanding of the experimental setup. In this analysis, these uncertainties are categorized as
either ”theoretical” or ”experimental” uncetainties.

9.3.1 Theoretical Uncertainties

MC generators use some assumptions to model the perturbation QCD calculations, thus theo-
retical uncertainties arise from them. As discussed in Chapter 8, the dominant background is
tt, Z+jets and single-top process, then the theoretical uncertainties are estimated for only these
three background components. For other minor backgrounds, this type of systematics are not
considered.

This analysis prepared MC samples to estimate the theoretical uncertainties. The differ-
ences between nominal configuration samples and such alternative samples are included as the
theoretical uncertainties in the final fit. The PNN score distributions are used to compare the
samples. This analysis devided the uncertainties into two parts, normalization and shape effect.
The normalization effect represents the difference of the expected number of events between
nominal and alternative samples, and the shape effect represetnts the difference of the shape of
the distributions. These studies are summarized in the Appendix A.

Partonic cross-section uncertainty

As discussed in Chapter 4.2.1, the total pp scattering cross section can be computed according
to Eq (4.1). The third term on the right side is expanded by the strong coupling constant ay as:

&M = 0,60 +a26M + 4+ O(at). (9.5)

The typical MC samples drops the higher-order tems in the Eq (9.5), such as terms beyond
NNLO (a?) for the NLO (a?) calculation. To estimate the uncertainty, nominal MC samples
are compared with alternative configuration (with respect to ugr and pp) MC samples.

PDF + o, uncertainty

There are several sources that affect the determination of PDF, and the effects are considered as
uncertainty on the PDF. This analysis used PDFALHC15_30 PDF set with 30 error sets [60], which
is the Hessian representation [130]. The each of error setcorresponds to an eigenvector of the
covariance matrix in parameter space. The PDF uncertainties are estimated by the following
equation:

30
§FPF o = Z (k) — 0(0))2, (9.6)
k=1

where o¢(®) is cross-section. This value represents the contribution of each eigenvector k to the
total Hessian PDF uncertainty. In addition, the o uncertainty is computed as

o= 0.1195) — o(as = 0.1165
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The uncertainties from PDF and «; are combined for this analysis as follows:

§PDF+a, o \/(5PDFO-)2 + (5902, (9.8)

Modeling Uncertainties from MC generators

In addition to the caluculation of perturbation QCD, uncertainties on the modeling of the
matrix element, parton showering and radiations are considered in this analysis. Alternative
MC samples are prepared to be compared with the nominal configuration samples. For the
matrix element, difference between POWHEG + PYTHIA 8 and MCQNLO+PYTHIA 8 are tested.
For the parton showering, difference between POWHEG 4+ PyTHIA 8 and POWHEG + HERWIG
7 are tested. For the initial- or final-state radiation, the pur and pp parameter are also tuned.
The up variation estimation used pup and pp scaled by 0.5 from the default value, and the down
variation estimation used pup and prp are scaled by 2 from the default value.

9.3.2 Experimental uncertainties

Experimental uncertainties are related to the detector response and the object reconstruction
and identification of the various physics objects, electron, muons, m,,q4 and jets. Common tools
are provided by the ATLAS combined performance groups are used to estimate these systematic
uncertainties.

Luminosity

The total recorded luminosity for the physics analysis is 139 fb~! during 2015-2018 data taking
period. The luminosity is interpreted as the number of events, thus the uncertainty in the
measurement of the total integrated luminosity affects the expected signal and background
yields. So to measure the accuracy, there is a dedicated detector, LUCID-2 detector [131]. In
2015-2018, the combineded uncertainty on the integrated luminosity is 1.7%. It was applied to
all of the backgrounds and signal samples.

Electrons

Uncertainties from the differences between data and simulation are considered. This systematics
are related to the identification and resonstruction efficiencies measured by other dedicated
analysis [107] . This analysis consider four types of uncertainties on the reconstructed electron
objects about the efficiencies of trigger, reconstruction, identification and isolation. All these
uncertainties are summarized in Table B.7. The four types of uncertainties are measured using
the Z — ¢ and J/W¥ — (¢ events for the tag and probe method.

Muons

Uncertainties from the differences between data and simulation are considered. This systematics
are related to the identification and resonstruction efficiencies measured by other dedicated
analysis [132]. All these uncertainties are summarized in Table B.4. Same types of uncertainties
as electrons’ are measured using the Z — ¢¢ and J/¥ — (¢ events for the tag and probe method.
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Taus

There are five types of uncertainties on the reconstructed m,,q objects about the efficiencies of
the trigger, reconstruction, identification, energy scale (TES), and electron veto. This analysis
used single lepton (e or p) triggers, thus the uncertainties on the triggers are not taken into
account. All these uncertainties are summarized in Table B.5. The uncertainties have been
evaluated using each dedicated MC simulation samples with defferent configurations.

The uncertainties on the reconstruction efficiency are summarized in Fig 9.5. The variations
is found to be uniform along 1 and the sum of all contributions is in the range between 2%
and 4.5%. The main sources come from pile-up effect and the inner detector material. The
former affects the TV association algorithm (Section 5.8.2), because the probability of incorrectly
identifications depends on the amount of interactions reconstructed in the event as shown in
Fig 5.16. The latter affects directly the track classification stage, as the number of reconstructed
conversion tracks and the efficiency to reconstruct pion tracks can both be affected by the amount
of detector material.
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Figure 9.5: Relative systematic uncertainties on the efficiency for reconstructing the same num-
ber of tracks as the number of charged decay products of the tau lepton as a function of 7y,4

pr [133].

The uncertainties on the tau identification efficiency are summarized in Fig 9.6 for the |n| <
1.37 region as an example. At large pp range (> 100 GeV), the pile-up uncertainty dominates.
Especially for 1-prong decays, the detector material affects the identification efficiency. This is
mainly due the effect of the additional material on the impact parameter resolution.

The uncertainties on the tau energy scale are summarized in Fig 9.7. For pt > 100 GeV
region, the detector responce mainly affect the uncertainties.

The uncertainties on the discrimination against electrons are summarized in Fig 9.8. For pr
> 100 GeV, the uncertainties are below 1% in different n regions.

Jets

As explained in Section 5.4.4, the measured energy of jets are scaled to restore the energy of
quark/gluon level. Jets are calibrated according to the steps described in [2]. Uncertainty on
this calibration is referred to as the jet energy scale (JES) uncertainty, or JES. Fig 9.9 shows
the total JES uncertainty as a function of the pt of the jet. The uncertainty is largest at low
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Figure 9.6: Relative systematic uncertainty on the efficiency for the Medium working point of
Thad identification as a function of the m,,q4 pr, for 1-track (Left) and 3-track (Right) 7,4 can-
didates in the central |n| < 1.37 region [133]. The different sources of systematics uncertainties
are listed in the legend, the grey area is the square sum of the individual contribution.
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Figure 9.7: Tau energy scale uncertainties [133].

pr: 4.5% at 20 GeV, and decreasing to 1% at 200 GeV. In higher pr region, the uncertainty
ries again due to the statistical unceratinties related to the calibration at the final step.

The uncertainty is constant as a function of 7 and reaches a maximum of 2.5% for the most
high-n jets. A sharp feature can be seen in the region 2.0 < |n| < 2.6 due to the nonclosure
uncertainty of the n-intercalibration, which corrects the average response of high-7 jets to that
of well-measured low-7 jets responces.

Jet Energy Resolution

Precise konwledge of the jet energy resolution (JER) is important in the measurements of the
jets, which is measured in the dijet system [134]. The jet energy resolution can be parametrized
by a functional form analogy of calorimeter resolutions as:
o N S
pr pr \/PT
where N, S and C is the noise, stochastic, and constant term. The N term represents the
contribution of the detector noise to the measruement or pile-up effect. The S term represents
the limiting term in the resolution up to several hudred GeV in jet pr. The C' term represents
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Figure 9.8: Relative systematic uncertainties on the effiency of the 1,,4 — e discrimination for
1-track 7a.q candidate as a function of the pr for diffeerent n ranges of the track direction [133].
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fluctuations of the jet energy depositios. Fig 9.10 shows the absolute uncertainty on the JER as
a function of jet pr. For the low pr jet, the NV term is largest uncertainty source, while for the
high pr jet the largest uncertainty comes from the in-situ measurements.

Uncertainties on the flavor tagging efficiency are also important, because this analysis used
the number of b-jets for the event selection. This analysis considered the uncertainties on
the tagging efficiency and mis-tag (incorrect tagging) efficiency. MC-to-data scale factors and
corresponding systematic uncertainties are divided into several components based on several
measurements [135]. The typical size of uncertainty is order of 2 to 10 % and 20 to 50 % for

b-jets and light-flavour jets, respectively.

9.3.3 Systematics Effects

All the theoretical and experimantal uncertainties are summarized in Appendix B. This analysis
uses the PNN score shapes for the final fit, where the lower region can constraint the background
distribution and the higher score region can have the sensitivitiy for the leptoquark signal.
Then, the analysis sensitivity is affected by the last bin uncertainties. The follwing discussion
summarizes the systematis effect for the last bin. In the theoretical unertainties of the ¢t process,
the ISR shape difference has the biggest effect, +10 = 70%. In the theoretical unertainties
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of the single-top process, the Wt interference shape difference has the biggest effect, +1o =
98.1%. In the experimental uncertainties, the almost source have less than 1% effect, but the
TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT has 1o = 2% effect.

9.4 Event yields and PNN score distributions

The PNN score distributions are shown in Fig 9.11-Fig 9.12 especially for several mass points,
which is transformed according to the strategy discussed in Section 9.2. This analysis sensitivitiy
depends on the around ightmost bins, therefore a blind analysis technique was adopted to hide
such regions to avoid a bias [136]. In this analysis, the higher PNN score region with 85%
signal events are blinded from right to left side as a conservative strategy. In addition to the
distributions, this analysis also checked the fit validation plots as shown in Appendix D.

9.5 Expected Cross Section Upper Limit

The expected exclusion limits are calculated using the simulation normalized to the integrated
luminosity of L = 139fb~!. The expected limit for the B = 1 is shown in Fig 9.13. The blue
colored line is the theoretical expecation cross section values, while the black solid line is the
result. The intersection of two lines is my,q = 1360 GeV, which is the expected lower mass limit
with 139 fb~! data.
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Figure 9.11: PNN score diretributions for 400, 500, 600, 700, 800 and 900 GeV leptoquark
masses. The blind strategy was performed to hide the data points from the right side.
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Figure 9.12: PNN score diretributions for 1000, 1100, 1200, 1300, 1400 and 1500 GeV. The blind
strategy was performed to hide the data points from the right side.
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Chapter 10

Conclusion

This thesis presents the third generation scalar leptoquark search using pp collision at /s =
13 TeV with the ATLAS detector. The data samples are the integrated luminosity 139 fb~1
collected in 2015-2018 (Run-2) period. Although the leptoquark is expected to exist in the
higher energy region with respect to the Standard Model processes, there are a lot of irreducible
processes, referred to as backgrounds. Therefore, to reduce the contamination and extract the
signal events, a machine learning technique, Parameterized Neural Network (PNN), is intro-
duced. The improvement is one of the big improvements with respect to the previous work.
The PNN technique can improve the analysis sensitivities, while making the analysis procedure
simple.

This thesis reported the improved candidate of the analysis strategy by using the Run-2
data set. When the reported strategy is performed, the exclusion limit for the target leptoquark
model at 95% confidence level can be calculated, and exclude up to 1.36 TeV by this analysis
strategy. This expected analysis sensitivity for the leptoquark is the best in the world.
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Appendix A

PNN Score Validations

A Overtraining Checks

The PNN classifiers are trained by using the hyperparameter set as shown in Section 9.1. To
check the training status, this section compares the PNN score distributions of test and training
samples. The test and training sample distributions are the same shape, thus this check indicates
there is no overtraining effects.

B Breakdown

This section shows the background breakdown for all of the mass point. The PNN scores are
rebinned according to the Section 9.2. Each color represents the types of the background sources.
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Appendix B

Systematic Uncertainties

A Thoretical Uncertainties

The theoretical uncertainties are divided into two parts, normalizatoin and shape effects. The
normalization uncertainties are calculated by the comparison of the nomianl caonfiguration MC
samples and the alternative systematics MC samples. The shape uncertainties are calculated by
the comparison of histograms between nominal and alternative samples.

A.1 Normalization Uncertainties of ¢t process

The normalization uncertainties of the ¢t process are summarized in Table B.2.

Table B.1: Normalization uncertainties for ¢t process.

Source Uncertainty
ME 0.219
PS 0.135

ISR | +0.351, -0.254
FSR | +0.081, -0.065
PDF+a, 0.116

A.2 Shape Uncertainties of ¢t

Matrix element

Acceptance uncertainties due to the Hard Scatter Generation and matching. Fig. B.1,B.2 show
comparisons of nominal and alternative samples. The alternative distributions are normalized
to the nominal sample to look at the shape differences.

Parton shower

Acceptance uncertainties due to the Fragmentation/Hadronization model. Fig. B.3,B.4 show
comparisons of nominal and alternative samples. The alternative distributions are normalized
to the nominal sample to look at the shape differences.



ISR variation up
Acceptance uncertainties due to the additional radiation. Fig. B.5,B.6 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal

sample to look at the shape differences.

ISR variation down
Acceprance uncertainties due to the additional radiation. Fig. B.7,B.8 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal

sample to look at the shape differences.

FSR variation up
Acceprance uncertainties due to the additional radiation. Fig. B.9,B.10 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal

sample to look at the shape differences.

FSR variation down
Acceprance uncertainties due to the additional radiation. Fig. B.11,B.12 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal

sample to look at the shape differences.

PDF+agq

Acceprance uncertainties due to the parton density function. Fig. B.13,B.14 show comparisons
of nominal and alternative samples. The alternative distributions are normalized to the nominal
sample to look at the shape differences.
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Figure B.11: Modeling comparison of nominal and alternative PNN score distributions in the
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Figure B.12: Modeling comparison of nominal and alternative PNN score distributions in the
signal region for FSR down.
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A.3 Normalization Uncertainties of single top process

The normalization uncertainties of the ¢t process are summarized in Table B.2.

Table B.2: Normalization uncertainties for ¢t process.

Source Uncertainty
ME 0.069
PS 0.085
ISR 10.231, -0.146
FSR +0.031, -0.014
PDF+a;, 0.07
Wt interference 0.576

A.4 Shape Uncertainties of single top

Matrix element

Acceptance uncertainties due to the Hard Scatter Generation and matching. Fig. B.15,B.16 show
comparisons of nominal and alternative samples. The alternative distributions are normalized
to the nominal sample to look at the shape differences.

Parton shower

Acceptance uncertainties due to the Fragmentation/Hadronization model. Fig. B.17,B.18 show
comparisons of nominal and alternative samples. The alternative distributions are normalized
to the nominal sample to look at the shape differences.

ISR variation

Acceprance uncertainties due to the additional radiation. Fig. B.19,B.20 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal
sample to look at the shape differences.

FSR variation

Acceprance uncertainties due to the additional radiation. Fig. B.21,B.22 show comparisons of
nominal and alternative samples. The alternative distributions are normalized to the nominal
sample to look at the shape differences.

PDF -+

Acceprance uncertainties due to the parton density function. Fig. B.23,B.24 show comparisons
of nominal and alternative samples. The alternative distributions are normalized to the nominal
sample to look at the shape differences.
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Figure B.21: Modeling comparison of nominal and alternative PNN score distributions in the
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signal region for matrix element.

30



[T T

3 3 8
i ARRR R S S

s

S R FI TR | T L PR e e e B
1NNNNNN§N\ S R REIIR N&m&m&m@\k\{\\\\\&&&\ IR I ORRR
07 02 03 04 05 06 07 08 03 1 Liﬂ 07 02 03 04 05 06 07 08 09 1 07 02 03 04 05 06 07 08 09 1 071 02 03 04 05 06 07 08 09 1
PNN (300 GeV) PNN (400 GeV) PNN (500 GeV) PNN (600 GeV)
(a) m = 300 GeV (b) m = 400 GeV (¢) m = 500 GeV (d) m = 600 GeV
af- [ET=rewam 3 wE T
mf- El b oof E
1o | 1of- o E
E E E - E
oo E| e g E
sE E “E oE E
£ E “E :
0 E wE Wb E
N e - L : C ; : N -
)’0 07 02 03 04 05 08 07 08 09 1 Kfﬂ 01 02 03 04 05 06 07 08 08 1 07 02 03 04 05 08 07 08 08 1 g 07 02 03 04 05 06 07 08 09 1
PNN (700 GeV) PNN (800 GeV) PNN (850 GeV) PNN (900 GeV)
(e) m = 700 GeV (f) m = 800 GeV (g) m = 850 GeV (h) m = 900 GeV
e —— o e s gt
E El e E =k E
o E E i £ ]
E ] 200~ — 20 =
“F E o E o E
i E R E
E L L L L L L L i 2 E =! E L L L L L L L L 3
i e i i gy
i \7\:4»7—{K El 497\7—074074\\{; N B }4»—\7—07—\\(7 E ——————— N
'hn i 0203 04 05 08 07 08 09 1 B 9162 o3 0d 05 06 07 08 0% al 010203 04 65 08 07 08 03 1 g 00203 04 05 06 07 08 09 1
PNN (950 GeV) PNN (1000 GeV) PNN (1050 GeV) PNN (1100 GeV)
(i) m = 950 GeV (j) m = 1000 GeV (k) m = 1050 GeV () m = 1100 GeV
g = L B e .
E E £ ] - E E E
20f- E 20l E £ 3 anf- e
E E 5 ETeTE—— E e E E
E q E q o E o E
- E o E E i E E
E 3 E 3 0f- | b 3
wk E b E E F E E
na E wE E E E : E
E E| E E| 3 E wE E
of E o E oE E i 3
g 0302 03 04 05 08 07 08 O g 0162 03 04 05 06 07 08 09 4 0702 03 04 05 08 07 08 03 g 070203 04 05 06 07 08 09

PNN (1150 GeV)

(m) m = 1150 GeV

3
PNN (1200 GeV)

(n) m = 1200 GeV

d
PNN (1250 GeV)

(0) m = 1250 GeV

3
PNN (1300 GeV)

(p) m = 1300 GeV

Figure B.23: Modeling comparison of nominal and alternative PNN score distributions in the
signal region for matrix element.
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Figure B.24: Modeling comparison of nominal and alternative PNN score distributions in the

signal region for matrix element.
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B Experimental Uncertainties

B.1 Definition of Experimental Uncertainties

Table B.3: Systematics uncertainties for electron objects with its technical names in the analysis
code and the descriptions

Alias Description

EL_EFF_TRIG_TOTAL_1NPCOR_PLUS_UNCOR | Trigger efficiency uncertainty

EL_EFF _RECO_TOTAL_1NPCOR_PLUS_UNCOR | Reconstruction efficiency uncertainty
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR Identification efficiency uncertainty
EL_EFF_ISO_TOTAL_1NPCOR_PLUS_UNCOR | Isolation efficiency uncertainty
EG_RESOLUTION_ALL Energy resolution uncertainty
EG_SCALE_ALL Energy scale uncertainty

EG_SCALE_AF2

C Systematics Effect Summary

This analysis uses the PNN socres as the final discrimiant variables, then this section measures
the effects of each systematics as a function of the PNN scores. The score distributions are
rebinned according to the strategy Section 9.2. The bin-by-bin effects of each systematic source
are summarized by using myq = 1400 GeV PNN classifier.

C.1 Modeling Uncertainties

The modeling uncertainties are measured as a function of the PNN score for 1400 GeV signal.
The Table B.8 shows the variations from ¢f modelings, and the Table B.9 shows the variations
from single-top modelings.

C.2 Experimental Uncertainties

In addition to the modeling uncertainties, the experimental uncertainties are also measured as
a function of the PNN score for 1400 GeV signal. The Table B.10 shows the variations from
e/~ objects, the Table B.11 shows the variations from muon objects, the Table B.12-Table B.13
shows the variations from tau objects, the Table B.14-Table B.16 shows the variations from jet
objects, and the Table B.17 shows the variations from other objects. The __lup represents the
+10 variation, and the __1down represents the —1o variation.
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Table B.4: Systematics uncertainties for muon objects with its technical names in the analysis

code and the descriptions

Alias

Description

MUON_EFF_TrigStatUncertainty
MUON_EFF_TrigSystUncertainty
MUON_EFF_RECO_STAT
MUON_EFF_RECO_SYS
MUON_EFF_RECO_STAT_LOWPT
MUON_EFF_RECO_SYS_LOWPT
MUON_EFF_ISO_STAT
MUON_EFF_IS0_SYS
MUON_EFF_TTVA_STAT
MUON_EFF_TTVA_SYS

MUON_ID

MUON_MS

MUON_SAGITTA_RHO
MUON_SAGITTA_RESBIAS
MUON_SCALE

Trigger efficiency uncertainty

Reconstruction efficiency uncertainty

Isolation efficiency uncertainty

Track-to-vertex association uncertainty

Momemtum resolution uncertainty from ID

Momentum resolution uncertainty from MS

Charge dependent momentum scale uncertainty

Momentum scale uncertainty

Table B.5: Systematics uncertainties for
code and the descriptions

Thad Objects with its technical names in the analysis

Alias

Description

TAUS_TRUEHADTAU_EFF_RECO_HIGHPT
TAUS_TRUEHADTAU_EFF_RECO_TOTAL

TAUS_TRUEHADTAU_EFF_RNNID_(1,3)PRONGSTATSYSTPT2025
TAUS_TRUEHADTAU_EFF_RNNID_(1,3)PRONGSTATSYSTPT2530
TAUS_TRUEHADTAU_EFF_RNNID_(1,3)PRONGSTATSYSTPT3040
TAUS_TRUEHADTAU_EFF_RNNID_(1,3)PRONGSTATSYSTPTGE40

TAUS_TRUEHADTAU_EFF _RNNID_HIGHPT
TAUS_TRUEHADTAU_EFF_RNNID_SYST
TAUS_TRUEHADTAU_SME_TES_INSITUEXP
TAUS_TRUEHADTAU_SME_TES_INSITUFIT
TAUS_TRUEHADTAU_SME_TES_MODEL_CLOSURE
TAUS_TRUEHADTAU_SME_TES_PHYSICSLIST
TAUS_TRUEELECTRON_EFF_ELEBDT_STAT
TAUS_TRUEELECTRON_EFF_ELEBDT_SYST
TAUS_TRUEHADTAU_EFF_ELEOLR_TOTAL

TES uncertainty
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Table B.6: Systematics uncertainties for E{Fiss objects with its technical names in the analysis
code and the descriptions

Alias Description

MET_SoftTrk ResoPara Track-based soft term related longitudinal resolution uncertainty
MET_SoftTrk_ResoPerp Track-based soft term related transverse resolution uncertainty
MET _SoftTrk_Scale(Up,Down) | Track-based soft term related longitudinal scale uncertainty

Table B.7: Systematics uncertainties for jets objects with its technical names in the analysis
code and the descriptions

Alias ‘ Description

JET_Etalntercalibration_Modelling Energy scale uncertainty on eta-intercalibration (modeling)
JET_Etalntercalibration_TotalStat Energy scale uncertainty on eta-intercalibrations (statistics/method)
JET_EtaIntercalibration NonClosure highE Energy scale uncertainty on eta-intercalibrations (non-closure)

JET Etalntercalibration_NonClosure negEta

JET_Etalntercalibration_NonClosure_posEta

JET_Pileup_OffsetMu Energy scale uncertainty on pile-up (mu dependent)

JET_Pileup_OffsetNPV Energy scale uncertainty on pile-up (NPV dependent)

JET_Pileup PtTerm Energy scale uncertainty on pile-up (pt term)

JET_Pileup_RhoTopology Energy scale uncertainty on pile-up (density p)

JET_Flavor_Composition Energy scale uncertainty on flavour composition

JET_Flavor_Response Energy scale uncertainty on samples’ flavour response

JET_PunchThrough MC16 Energy scale uncertainty for punch-through jets

JET_BJES Response Energy scale uncertainty on b-jets

JET_EffectiveNP Detector[1,2] Energy scale uncertainty from the in situ analyses splits into 8 components

JET_EffectiveNP_Mixed[1,3]
JET_EffectiveNP_Modelling[1,4]
JET _EffectiveNP_Statisticall1l,6]
JET_SingleParticle HighPt Energy scale uncertainty from the behaviour of high-pr jets
JET Etalntercalibration_NonClosure_2018data
JET_JER_DataVsMC_MC16 Energy resolution uncertainty, each for both MC and pseudo-data
JET_JER_EffectiveNP_[1,11]
JET_JER_EffectiveNP_12restTerm

JET_JVT_EFF JVT efficiency uncertainty

JET_FJVT_EFF

FT_EFF_Eigen_(B,C,Light)_[0,2] b-tagging efficiency uncertainties

FT_EFF _extrapolation b-tagging efficiency uncertainty on the extrapolation to high-pt jets
FT_EFF_extrapolation_from_charm b-tagging efficiency uncertainty on tau jets
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Table B.8: Systematics uncertainties from ¢t modelings as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
ME 1.018 0.995 0.887  0.805 0.439
PS 0.989 1.005 1.058 1.149 1.314
ISR up 0.965 1.041 1.115 1.218 1.770
ISR down  1.020 0.981 0.909 0.914 0.937
FSR up 0.989 1.038 0.960 0.661 2.968
FSR down  0.999 0.994 1.029 1.036 0.938
PDF 0.949 1.039 1.249 1.409 1.414

Table B.9: Systematics uncertainties from single-top modelings as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
ME 1.179 0.980 0.950 0.541 0.232
PS 1.030 0.993 1.075 0.782 0.694
ISR up 0.913 0.981 1.129 1.192 1.150
ISR down  1.080 1.007  0.900 0.838 0.851
FSR up 1.039 0.983 1.024 0.920 0.721
FSR down  0.933 0.943 1.120 1.261 1.386
PDF 1.039 0.977 1.029 0.920 0.794
Wt 1.512 0.967  0.482 0.143 0.019

Table B.10: Systematics uncertainties effects from e/~ as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysEG_RESOLUTION_ALL__lup 1.000 0.998 1.002 1.000 1.000
SysEG_RESOLUTION_ALL__idown 0.999 1.000 1.001 1.000 0.999
SysEG_SCALE_AF2__1up 1.000 1.000 1.000 1.000 1.000
SysEG_SCALE_AF2__1down 1.000 1.000 1.000 1.000 1.000
SysEG_SCALE_ALL__1up 0.999 1.003 1.002 1.003 0.999
SysEG_SCALE_ALL__1down 1.000 0.996 0.999 1.000 1.000
SysEL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR__1lup 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR__1down 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR__1up 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR__-1down 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR__1up 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR__1down 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_TriggerEff TOTAL_1NPCOR_PLUS_UNCOR__lup 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_TriggerEff TOTAL_1NPCOR_PLUS_UNCOR__1down 1.000 1.001 0.999 1.000 0.998
SysEL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR__iup 1.001  1.002 1.000 1.001  0.999
SysEL_EFF_Trigger TOTAL_1NPCOR_PLUS_UNCOR__1down 0.999 1.000 0.998 0.999 0.997
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Table B.11: Systematics uncertainties effects from muon as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysMUON_EFF_ISO_STAT__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_IS0_STAT__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_IS0_SYS__lup 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_IS0_SYS__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_STAT__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_STAT__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_STAT_LOWPT__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_STAT_LOWPT__idown 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_SYS__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_REC0_SYS__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_RECO_SYS_LOWPT__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_REC0_SYS_LOWPT__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_TTVA_STAT__iup 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_TTVA_STAT__1idown 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_TTVA_SYS__1up 1.000 1.001 0.999 1.000 0.998
SysMUON_EFF_TTVA_SYS__1down 1.000 1.001 0.999 1.000 0.998
SysMUON_ID__1up 0.999 1.002 1.000 0.998 0.997
SysMUON_ID__1down 1.001 1.000 0.997 1.002 0.996
SysMUON_MS__1up 1.000 1.001 1.000 0.998 0.998
SysMUON_MS__1down 1.000 1.001 0.997 1.000 0.998
SysMUON_SAGITTA RESBIAS__lup 1.001 1.000 0.991 0.994 1.009
SysMUON_SAGITTA_RESBIAS__1down 1.001 0.999 0.994 1.001 0.996
SysMUON_SAGITTA_RHO__1lup 1.000 1.001 0.999 1.000 0.998
SysMUON_SAGITTA_RHO__idown 1.000 1.001 0.999 1.000 0.998
SysMUON_SCALE__1up 1.000 1.001 1.000 0.997 0.996
SysMUON_SCALE__1down 1.000 1.001 0.998 1.000 0.998
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Table B.12: Systematics uncertainties effects from tau as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysTAUS_TRUEELECTRON_EFF_ELEBDT_STAT__lup 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEELECTRON_EFF_ELEBDT_STAT__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEELECTRON_EFF_ELEBDT_SYST__lup 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEELECTRON_EFF_ELEBDT_SYST__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_ELEOLR_TOTAL__1up 1.016 1.017 1.017 1.017 1.012
SysTAUS_TRUEHADTAU_EFF_ELEOLR_TOTAL__1down 0.984 0.985 0.981 0.983 0.984
SysTAUS_TRUEHADTAU_EFF_RECO_TOTAL__1up 1.007 1.008 1.006 1.006 1.004
SysTAUS_TRUEHADTAU_EFF_RECO_TOTAL__1down 0.993 0.994 0.992 0.993 0.991
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2025__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2025__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2530__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2530__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT3040__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT3040__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPTGE40__1up 1.005 1.006 1.004 1.005 1.002
SysTAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPTGE40__1down 0.995 0.996 0.994 0.995 0.993
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2025__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2025__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2530__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2530__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT3040__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT3040__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPTGE40__1up 1.002 1.003 1.001 1.002 1.000
SysTAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPTGE40__1down 0.998 0.999 0.997 0.998 0.995
SysTAUS_TRUEHADTAU_EFF_RNNID_HIGHPT__1up 1.003 1.005 1.006 1.010 1.014
SysTAUS_TRUEHADTAU_EFF_RNNID_HIGHPT__1down 0.997 0.997 0.992 0.989 0.982
SysTAUS_TRUEHADTAU_EFF_RNNID_SYST__1up 1.020 1.021 1.018 1.018 1.015
SysTAUS_TRUEHADTAU_EFF_RNNID_SYST__1ldown 0.980 0.981 0.979 0.981 0.980
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA161718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA161718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018AFTTS1__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018AFTTS1__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC161718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC161718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2018__1up 1.000 1.001 0.999 1.000 0.998
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Table B.13: Systematics uncertainties effects from tau as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018AFTTS1__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATDATA2018AFTTS1__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC161718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC161718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2018__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2018__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2018AFTTS1__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_STATMC2018AFTTS1__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST161718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST161718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2018__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2018__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2018AFTTS1__1lup 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYST2018AFTTS1__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU161718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU161718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU1718__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU1718__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2016__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2016__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2018__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2018__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2018AFTTS1__1up 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_EFF_TRIGGER_SYSTMU2018AFTTS1__1down 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_SME_TES_INSITUEXP__lup 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_SME_TES_INSITUEXP__ldown 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_SME_TES_INSITUFIT__lup 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_SME_TES_INSITUFIT__idown 1.000 1.001 0.999 1.000 0.998
SysTAUS_TRUEHADTAU_SME_TES_MODEL_CLOSURE__1up 1.004 1.005 1.006 1.009 0.996
SysTAUS_TRUEHADTAU_SME_TES_MODEL_CLOSURE__1down 0.993 0.995 0.992 0.989 0.998
SysTAUS_TRUEHADTAU_SME_TES_PHYSICSLIST__lup 1.013 1.011 1.018 1.009 1.024
SysTAUS_TRUEHADTAU_SME_TES_PHYSICSLIST__idown 0.985 0.986 0.983 0.982 0.988
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Table B.14: Systematics uncertainties effects from tau as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysJET_BJES_Response__lup 1.004 1.004 1.001 0.997 0.990
SysJET_BJES_Response__ldown 0.996 0.998 1.003 0.993 0.999
SysJET_EffectiveNP Detectorl__lup 1.001 1.002 1.001 1.000 1.000
SysJET_EffectiveNP_Detectori__ldown 0.999 0.999 1.000 1.000 1.000
SysJET_EffectiveNP_Detector2__lup 1.000 1.000 1.000 1.000 1.000
SysJET_EffectiveNP_Detector2__ldown 1.000 1.000 1.000 1.000 1.000
SysJET_EffectiveNP_Mixedl__1lup 1.004 1.005 1.010 1.010 1.001
SysJET_EffectiveNP_Mixedl__1down 0.995 0.995 0.995 0.980 0.986
SysJET_EffectiveNP_Mixed2__1lup 0.997 0.997 0.998 1.000 0.999
SysJET_EffectiveNP_Mixed2__ldown 1.003 1.004 1.005 1.003 0.987
SysJET_EffectiveNP_Mixed3__1up 1.000 1.000 1.002 1.003 1.000
SysJET_EffectiveNP_Mixed3__1down 1.000 1.000 1.000 1.000 1.000
SysJET_EffectiveNP_Modellingl__iup 1.014 1.014 1.006 1.008 0.999
SysJET_EffectiveNP_Modellingl__ldown 0.987 0.988 0.994 0.994 0.998
SysJET_Etalntercalibration_-Modelling__lup 1.008 1.009 1.007 1.010 0.970
SysJET_Etalntercalibration_Modelling__idown 0.992 0.989 0.992 0.993 0.988
SysJET_JERPD DataVsMC_MC16__1up 1.001 1.001 1.000 1.000 0.984
SysJET_JERPD DataVsMC_MC16__1down 1.000 1.000 1.000 1.000 1.000
SysJET_EffectiveNP_Modelling2__lup 1.001 1.002 1.003 1.003 1.001
SysJET_EffectiveNP_Modelling2__1down 0.999 0.998 0.997 1.002 0.984
SysJET_EffectiveNP_Modelling3__1lup 0.999 0.998 0.999 1.003 0.987
SysJET_EffectiveNP_Modelling3__1down 1.001 1.003 1.001 1.000 1.000
SysJET_EffectiveNP_Modelling4__1lup 1.000 1.001 1.002 1.000 1.000
SysJET_EffectiveNP_Modelling4__1down 1.000 0.999 1.000 1.000 1.000
SysJET_EffectiveNP_Statisticall__lup 1.000 1.001 1.003 1.003 1.001
SysJET_EffectiveNP_Statisticall__ldown 1.000 0.999 0.998 1.000 0.999
SysJET_EffectiveNP_Statistical2__lup 0.999 1.000 0.999 1.000 1.000
SysJET_EffectiveNP_Statistical2__idown 1.001 1.000 1.001 1.002 0.987
SysJET_EffectiveNP_Statistical3__lup 1.000 0.999 0.998 1.000 1.000
SysJET_EffectiveNP_Statistical3__1down 1.000 1.002 1.003 1.000 1.000
SysJET_EffectiveNP_Statistical4__iup 1.001 1.002 1.001 1.000 1.000
SysJET_EffectiveNP_Statistical4__1down 0.999 0.999 1.001 1.000 1.000
SysJET_EffectiveNP_Statistical5__lup 1.000 1.001 1.000 1.000 1.000
SysJET_EffectiveNP_Statistical5__1down 1.000 1.000 1.000 1.000 1.000
SysJET_EffectiveNP_Statistical6__lup 1.000 1.001 1.001 1.000 1.000
SysJET_EffectiveNP_Statistical6__1down 1.000 0.999 1.000 1.000 1.000
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Table B.15: Systematics uncertainties effects from tau as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysJET_EtaIntercalibration_NonClosure_2018data__lup 1.005 1.005 1.008 1.003 0.987
SysJET_EtaIntercalibration_NonClosure_2018data__ldown 0.995 0.996 0.994 0.996 0.988
SysJET_EtaIntercalibration_NonClosure_ highE__lup 1.000 1.000 1.000 1.000 1.000
SysJET_Etalntercalibration_NonClosure_ highE__ldown 1.000 1.000 1.000 1.000 1.000
SysJET_Etalntercalibration_NonClosure negEta__lup 1.000 1.000 1.000 1.000 1.000
SysJET_Etalntercalibration_NonClosure negEta__ldown 1.000 0.999 1.000 1.000 1.000
SysJET_EtaIntercalibration_NonClosure_posEta__lup 1.000 1.000 1.000 1.000 1.000
SysJET_Etalntercalibration_NonClosure_posEta__ldown 1.000 1.000 1.001 1.000 1.000
SysJET_Etalntercalibration_TotalStat__lup 1.002 1.002 1.000 1.002 0.987
SysJET_Etalntercalibration_TotalStat__ldown 0.998 0.999 0.999 1.000 1.000
SysJET_Flavor_Composition__lup 1.011 1.008 1.008 1.010 0.984
SysJET_Flavor_Composition__ldown 0.989 0.990 0.994 0.998 0.996
SysJET_Flavor_Response__lup 0.991 0.989 0.997 0.998 1.001
SysJET_Flavor_Response__ldown 1.008 1.009 1.009 1.007 0.997
SysJET_JERMC_DataVsMC_MC16__1up 1.000 1.000 1.000 1.000 1.000
SysJET_JERMC_DataVsMC_MC16__1down 0.997 1.004 0.996 1.015 0.985
SysJET_JERMC_EffectiveNP_1__1lup 1.006 1.009 1.006 1.001 1.075
SysJET_JERMC_EffectiveNP_1__1down 1.000 1.000 1.000 1.000 1.000
SysJET_JERMC_EffectiveNP_10__1lup 1.001 1.001 1.000 0.997 1.000
SysJET_JERMC_EffectiveNP_10__1down 1.002 1.003 1.002 0.997 1.032
SysJET_JERMC_EffectiveNP_11__1up 1.001 1.001 1.001 0.997 1.008
SysJET_JERMC_EffectiveNP_11__1down 1.001 1.004 1.003 1.005 1.023
SysJET_JERMC_EffectiveNP_12restTerm__lup 1.003 1.004 1.004 1.002 1.032
SysJET_JERMC_EffectiveNP_12restTerm__1down 1.000 1.000 1.000 1.000 1.000
SysJET_JERMC_EffectiveNP_2__1up 1.013 1.011 1.008 0.997 1.099
SysJET_JERMC_EffectiveNP_2__1down 0.999 1.001 1.002 1.000 1.000
SysJET_JERMC_EffectiveNP_3__1up 1.001 1.002 1.004 0.993 1.039
SysJET_JERMC_EffectiveNP_3__1down 1.001 1.007 1.001 1.010 1.005
SysJET_JERMC_EffectiveNP_4__1lup 1.002 1.005 1.003 0.996 1.060
SysJET_JERMC_EffectiveNP_4__1down 1.002 1.004 1.003 1.000 1.012
SysJET_JERMC_EffectiveNP_5__1up 1.001 0.999 1.001 1.006 1.002
SysJET_JERMC_EffectiveNP_5__1down 1.000 1.008 1.000 0.990 1.046
SysJET_JERMC_EffectiveNP_6__1up 0.999 1.002 0.998 1.006 1.021
SysJET_JERMC_EffectiveNP_6__1down 1.006 1.008 1.005 0.988 1.014
SysJET_JERMC_EffectiveNP_7__1up 1.001 1.003 1.003 0.998 1.012
SysJET_JERMC_EffectiveNP_7__1down 1.001 1.002 1.001 0.998 1.047
SysJET_JERMC_EffectiveNP_8__1up 1.001 1.001 1.002 1.002 1.000
SysJET_JERMC_EffectiveNP_8__1down 1.002 1.002 1.001 1.007 1.012
SysJET_JERMC_EffectiveNP_9__1lup 1.003 1.005 1.002 0.996 1.014
SysJET_JERMC_EffectiveNP_9__1down 1.000 1.001 1.002 1.001 1.020
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Table B.16: Systematics uncertainties effects from tau as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5
SysJET_JERPD_EffectiveNP_1__1up 1.000 1.000 1.000 1.000 1.000
SysJET_JERPD_EffectiveNP_1__1down 1.005 1.005 1.003 0.991 1.049
SysJET_JERPD_EffectiveNP_2__1up 1.001 1.001 1.001 0.998 0.998
SysJET_JERPD_EffectiveNP_2__1down 0.999 1.004 1.008 0.983 1.058
SysJET_JERPD_EffectiveNP_3__1up 1.003 1.001 1.008 0.992 0.974
SysJET_JERPD_EffectiveNP_3__1down 1.000 1.001 1.001 0.995 1.000
SysJET_JERPD_EffectiveNP_4__1up 1.003 0.999 1.011 0.985 0.985
SysJET_JERPD_EffectiveNP_4__1down 0.998 1.004 0.999 0.998 1.016
SysJET_JERPD_EffectiveNP_5__1up 1.001 1.004 0.994 0.992 1.038
SysJET_JERPD_EffectiveNP_5__1down 1.002 0.999 1.003 1.002 0.974
SysJET_JERPD_EffectiveNP_6__1up 0.999 1.002 1.010 0.979 1.023
SysJET_JERPD_EffectiveNP_6__1down 1.001 0.999 0.999 1.009 0.978
SysJET_JERPD_EffectiveNP_7__1up 1.001 1.000 0.995 1.004 0.998
SysJET_JERPD_EffectiveNP_7__1down 1.001 1.002 1.004 1.000 0.997
SysJET_JERPD_EffectiveNP_8__1up 0.998 1.004 0.996 1.001 1.024
SysJET_JERPD_EffectiveNP_8__1down 1.002 1.001 1.003 1.001 0.972
SysJET_JERPD_EffectiveNP_9__1up 1.000 1.001 0.999 1.004 0.974
SysJET_JERPD_EffectiveNP_9__1down 1.001 1.003 1.004 0.991 1.010
SysJET_JERPD_EffectiveNP_10__1lup 1.000 1.000 0.999 0.997 1.003
SysJET_JERPD_EffectiveNP_10__1down 1.002 1.001 1.001 1.004 0.986
SysJET_JERPD_EffectiveNP_11__1up 1.000 1.003 0.999 0.995 1.010
SysJET_JERPD_EffectiveNP_11__1down 1.001 1.000 1.002 1.006 0.985
SysJET_JERPD_EffectiveNP_12restTerm__lup 1.000 1.000 1.000 1.000 1.000
SysJET_JERPD_EffectiveNP_12restTerm__1down 0.999 1.003 0.997 1.000 0.998
SysJET_Pileup_OffsetMu__lup 1.003 1.006 0.997 0.994 0.996
SysJET_Pileup_OffsetMu__ldown 0.997 0.999 0.997 0.996 0.994
SysJET_Pileup_0ffsetNPV__lup 1.007 1.008 1.000 1.002 0.985
SysJET_Pileup_0ffsetNPV__ldown 0.994 0.996 0.997 0.995 0.993
SysJET_Pileup_PtTerm__lup 1.005 1.008 1.003 1.007 0.985
SysJET_Pileup_PtTerm__ldown 0.997 0.995 0.995 0.991 1.007
SysJET_Pileup_RhoTopology__lup 1.016 1.014 1.001 1.005 0.983
SysJET_Pileup_RhoTopology--l1down 0.985 0.990 0.999 0.991 0.994
SysJET_PunchThrough MC16__1up 1.000 1.001 1.000 0.999 0.998
SysJET_PunchThrough MC16__1down 1.000 1.001 0.999 0.997 0.998
SysJET_SingleParticle HighPt__lup 1.000 1.001 0.999 1.000 0.998
SysJET_SingleParticle HighPt__idown 1.000 1.001 0.999 1.000 0.998
SysJET_JvtEfficiency__lup 1.000 1.001 0.999 1.000 0.998
SysJET_JvtEfficiency__1down 1.000 1.001 0.999 1.000 0.998
SysJET_fJvtEfficiency__lup 1.000 1.001 0.999 1.000 0.998
SysJET_fJvtEfficiency__1down 1.000 1.001 0.999 1.000 0.998
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Table B.17: Systematics uncertainties effects from others as a function of the PNN scores.

Source bin=1 bin=2 bin=3 bin=4 bin=5

MET_SoftTrk_ResoPara__lup 0.997 0.997 1.001 0.993 0.997
MET_SoftTrk_ResoPerp__lup 0.997 0.996 0.997 1.006 1.002
MET_SoftTrk_Scale__ldown 1.003 1.005 1.001 1.004 0.998

MET_SoftTrk_Scale__lup 0.995 0995 0998  1.001  0.998
SysPRW_DATASF__lup 1.000  1.002 0996 1.005  1.000
SysPRW_DATASF__1idown 1.000  1.000 1.001 0995  0.996
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Figure B.25: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter
for mpq = 400 GeV (left) and mpq = 500 GeV (right).

D Fit Validations

This section shows how each systematics source have impact on the analysis sensitivities in
Fig B.25-Fig B.30. The lower x-axis shows the pulls of each nuisance parameter and the upper
x-axis shows the impact of each nuisance parameter. The yellow bands represent the pre-fit level
impact and the blue hatched bands represent the post-fit level impact.
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Figure B.26: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter
for mp,q = 600 GeV (left) and my,q = 700 GeV (right).
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Figure B.27: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter
for my,q = 800 GeV (left) and mpq = 900 GeV (right).
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Figure B.28: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter
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Figure B.29: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter
for my,q = 1200 GeV (left) and mrq = 1300 GeV (right).

46



Awh, A,
-0.4 -0.2 0 0.2 0.4 -06 04 02 0 02 04 06 038
L L B B B B L L R N R RN R
THEO_ACC_WT_STOP E / ”‘/ ;// él THEO_ACC_NORM_WT_STOP
THEO_ACC_ISR_TTBar | » ¥ % THEO_ACC_WT_STOP
THEO_ACC_NORM_WT_STOP K’” 4 | ‘ gamma_stat1500_bin_3 ‘
gamma_stat1400_bin_4 . | .0« THEO_ACC_ISR_TTBar
THEO_ACC_ME_TTBar F /:- I ] ‘ THEO_ACC_ME_TTBar ‘
THEO_ACC_PS_TTBar L .- /JI THEO_ACC_PS_TTBar H
THEO_ACC_ME_STOP — /"/;II ‘ THEO_ACC_ISR_STOP : 4_ ‘
gamma_stat1400_bin_3 / THEO_ACC_ME_STOP
THEO_ACC_ISR_STOP — ‘ gamma_stat1500_bin_2 6 ‘
THEO_ACC_NORM_ISR_STOP ; THEO_ACC_NORM_ISR_STOP
ATLAS_LUMI_Run2 ‘ ATLAS_LUMI_Run2 ‘
gamma_stat1400_bin_2 v ’ THEO_ACC_NORM_ISR_TTBar
JET_Pileup_RhoTopology ‘ THEO_ACC_ZIt ‘
THEO_ACC_ZIf . gamma_stat1500_bin_1 ,
THEO_ACC_NORM_ISR_TTBar - ‘ THEO_ACC_NORM_ME_TTBar ‘
ATLAS_norm_TTBarNorm k Q JET_Pileup_RhoTopology
THEO_ACC_NORM_ME_TTBar _ ‘ THEO_ACC_NORM_PS_STOP ‘
THEO_ACC_NORM_PS_STOP 1 THEO_ACC_NORM_ME_STOP
THEO_ACC_NORM_ME_STOP q ‘ THEO_ACC_NORM_PDF_STOP ‘
JET_BJES_Response THEO_XS_Stop
Vs=13TeV —e— Pull: 0-6,)/00 \s=13TeV —e— Pull: (8- 6,80
—&— Normalisation —=&—  Normalisation
139.0 fb”! +10 Postfit Impact on 1 139.0 b +10 Postfit Impact on 1
[ -1o Postiit Impact on i [ -1o Postfit Impact on p
[N EEE TN NN T e S S A | sl b b b b b b b I
=2 -15-1-050 05 1 15 2 25 -2 -15-1-050 05 1 15 2 25

Figure B.30: Impact ranking on the analysis sensitivities and pulls of each nuisance parameter

for mp,q = 1400 GeV (left) and myq = 1500 GeV (right).
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