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Abstract

A number of astronomical observations indicate the existence of the dark mat-
ter, but there has not been any success of detecting the dark matter directly. While
DAMA/LIBRA group has been claiming the detection of the dark matter, other groups
have shown results contradictory to DAMA/LIBRA’s claim. In order to overcome this
situation, a dark matter search by a more convincing method is expected. A method with
a direction sensitivity is said to be one of these methods. NEWAGE (NEw generation
WIMP search with an Advanced Gaseous tracker Experiment) is a direction sensitive dark
matter search experiment using a µ-TPC (micro Time Projection Chamber) read by a µ-
PIC (micro PIxel Chamber). NEWAGE has the world’s highest sensitivity in the direction
sensitive method. However, the detection sensitivity of NEWAGE has not reached those
of the conventional method, and a further improvement is required. The detection sensi-
tivity of NEWAGE is limited by events that are not from the dark matter (background),
and understanding and reduction of the background is necessary.

The purpose of this thesis is to understand and reduce the background of NEWAGE
to improve the detection sensitivity. The main background was identified as α-rays by a
study with a High Purity Germanium detector. Based on the study on the background,
a new detector ”low-α µ-PIC” was developed by replacing the material containing the
main background source with a radio-pure material. It was confirmed that the low-α
µ-PIC showed a required performance as a gas detector. The background was measured
in an underground laboratory. The detection sensitivity is expected to be improved by a
factor of 38+38

−24(90 % interval) than the one of the previous run. It was found that some
more study with increased statistics taking account of other background sources was still
needed for a conclusive result on the background reduction of the µ-PIC.
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1 Introduction

1.1 Dark matter

The dark matter is an unknown matter whose existence is strongly predicted from var-
ious astronomical observations. It is described as ”Dark” because it can not be observed
with electromagnetic waves such as light, X-rays and infrared rays. From the latest astro-
nomical observations, the known matter is only 4.9% of the components of the universe,
the remaining 26.8% is considered to be the dark matter and 68.3% is considered to be
the dark energy (Figure 1.1[1]). The dark matter is expected to be a particle in a new
theory beyond the framework of the standard model, but its nature is unknown, and a
large number of researches aiming to discover dark matter around the world are under
way.

Figure 1.1: The energy composition diagram of the universe. The universe was known to
consist of 68.3% dark energy, 26.8% dark matter and 4.9% known matter from the latest
astronomical observations[1].

1.2 Dark Matter Evidences

The dark matter was proposed by a Swiss astronomer F. Zwicky in 1937[2]. By
estimating the motion of the galaxies, he estimated the total mass of the cluster of galaxies.
From the result, The mass of dark matter was 10 ∼ 100 times greater than the visible
mass expected from the number of galaxies. In response to this result, he proposed ”dark
matter” as a substance that can not be observed with light to fill up the difference in
mass. As observations of galaxies and cluster of galaxies subsequently progressed, various
evidences suggesting the existence of dark matter were obtained.

1.2.1 The galactic rotation curve

A representative example showing the presence of the dark matter was the galactic
rotation curve problem reported in the 1970s (Figure 1.2). This problem was that the
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mass distribution expected from the galactic rotation curve was larger than the mass
obtained from the distribution of stars. In order to solve this problem, the dark matter
needed to exist over the galaxy scale.

The rotational velocity of the galaxy is calculated from Kepler’s law as

v2c (r)

r
= G

M(r)

r2
(1.1)

where r is a radial distance from the center of the galaxy, vc(r) is a rotation velocity as
a function of r, G is constant of gravitation and M(r) is a total mass within the radius
r. The rotation velocity was measured from observations of the Doppler shift of bright
lines in the spectra of stars, using 21 cm and 3.6mm lines of the HI gas (neutral hydrogen
gas) and the CO gas. Because the galaxy is very bright at the center part with respect
to the disk region, it was thought that the stars concentrate in the center of the galaxy.
If a galaxy consisted of only visible matter, since the observed stars concentrated at the
center of the galaxy, the rotation velocityvc(r) should be reduced by r−1/2.

Figure 1.2 shows an observed rotation curve of the NGC 6503 galaxy by Doppler shift
of 21 cm line[3]. This galaxy has many stars within the radius of 2 kpc from the center. If
the mass is concentrated in the center of the galaxy, the rotation curve should be slower
at a large radius like the dashed line in Figure 1.2. However, the rotation curve obtained
from the observation does not decrease and was distributed at a constant velocity like the
point in Figure 1.2. From this result, the existence of massive matters that can not be
optically observed in the galactic halo was thought to be indispensable and this invisible
matter called dark matter was required in the galactic halo.

Figure 1.2: The rotation curve of NGC6503 spiral galaxy[3]. The vertical axis represents
the rotation velocity of the galaxy, and the horizontal axis represents the distance from
the center of the galaxy. The black points are measured velocity by Doppler shift of 21 cm
line. The dashed line and the dotted line are contributions of the rotational velocity from
the observed disk part and gas respectively, the one-dot chain line is the contribution by
the invisible mass of the galactic halo, and the solid line shows the sum of them.
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1.2.2 The weak gravitational lens effect

The gravitational lens effect is a phenomenon in which the light path is bent due
to the existence of the gravity source. It is called this way because it seems that the
gravity source plays a role like a lens. The distribution of the gravity source between the
background galaxy and the observer can be known by a statistical investigation of the
background galactic distortion using the gravity lens effect. When the gravitational lens
effect by the cluster of galaxies is large enough to show the galaxy in the background as
an arc, it is called the strong gravity lens effect. On the other hand, if the gravitational
lens effect by the cluster of galaxies is relatively small and statistically researches the
gravitational lens effect, it is called the weak gravity lens effect.

A cluster of galaxies ”1E0657-558” was observed by the Hubble Space Telescope to
investigate the mass space distribution of dark matter using the weak gravity lens effect[4].
1E 0657-558 is called ”Bullet Cluster” because it is a cluster of galaxies that emits strong
X-rays as a result of collision of a small cluster of galaxies and a large cluster of galaxies.
The green line in Figure 1.3 is the spatial distribution of the dark matter observed by
using the weak gravitational lens effect. The observation results of 1E 0657-558 with
visible light using the Magellan telescope are shown on the left side of Figure 1.3. The
observation results on the X-ray using the X-ray astronomical satellite Chandra are shown
on the right side of Figure 1.3. The results showed that gravitational potential does not
trace the high temperature plasma distribution by observation on the X-ray and weakly
interacting dark matter goes ahead in contrast to the viscous plasma. This is one of the
evidences of the presence of an astrophysical dark matter at the clusters of galaxies scale.

2

Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657−558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing κ reconstruction with the outer contour level at κ = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the κ peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.

nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.

In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an Ωm = 0.3, λ =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/′′ plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.

2. METHODOLOGY AND DATA

We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear g⃗ = γ⃗/(1 − κ). The shear
γ⃗ is the amount of anisotropic stretching of the galaxy
image. The convergence κ is the shape-independent in-
crease in the size of the galaxy image. In Newtonian

gravity, κ is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models, κ is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of κ in non-standard grav-
ity models, the locations of the κ peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.

Our goal is thus to obtain a map of κ. One can combine
derivatives of g⃗ to obtain (Schneider 1995; Kaiser 1995)

∇ ln(1−κ) =
1

1 − g2
1 − g2

2

(

1 + g1 g2
g2 1 − g1

) (

g1,1 + g2,2
g2,1 − g1,2

)

,

which is integrated over the data field and converted into
a two-dimensional map of κ. The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is effectively the true
mean of ln(1−κ) at the edge of the reconstruction. This
method does, however, systematically underestimate κ
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of κ in the peaks of the components are
only lower bounds.

For 1E0657−558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure g⃗. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the κ reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606 − m814 < 1.5,

Figure 1.3: Space distribution of 1E 0657-558 where galaxy cluster collided[4]. The left
figure shows visible light and the right figure shows the observation result with X-ray.
The green contour in both figure is the distribution of gravitational potential measured
by weak gravitational lens.

1.2.3 The cosmological parameter measurement

The evolution of the scale factor a, representing the size of universe, is written as(
ȧ

a

)2

= H2
0

{
Ωm

a3
+

Ωr

a4
+ ΩΛ − Ωk

a2

}
, (1.2)

where H0 is the Hubble constant, Ωm and Ωr are the normalized parameters of the
matter and radiation and Ωk is the normalized curvature of the universe. The baryon
and the dark matter are discussed separately; the matter(Ωm) is divided into baryon(Ωb)
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and dark matte(ΩDM). Eq.(1.2) is the normalized Friedmann equation and derived from
general relativity assuming a homogeneous isotropic universe. By solving this differential
equation, we can see the state of space development such as the contraction and expansion
of the universe, whether the universe is flat or not, presence or absence of a big bang can
be discussed. It turned out that the state of space evolution depended on cosmological pa-
rameters. The observation results of the cosmological parameters are shown in Figure 1.4.
Constraints on ΩΛ and Ωm by observations of Type Ia Supernova (IaSN) explosion [5],
CMB observation [1], Baryon Acoustic Oscillation (BAO) observation[6] are shown in Fig-
ure 1.4. By each three observation, a flat universe with (ΩΛ, Ωm) ≃ (0.7, 0.3) is favored.
On the other hand, from the calculation of BBN, the baryon density Ωb = 0.044± 0.004
is obtained[7]. Since this value is too small to explain the matter density (Ωm ≃ 0.3), it
is suggested that there exists a non-baryonic matter (dark matter) of ΩDM ≃ 0.25.

宇宙の発展の仕方を決めるうえで非常に重要なのがフリードマン方程式である。スケールファ
クター aはパラメータを用いて式 (1.2)のように書くことができる。

(
ȧ

a

)2

= H2
0

(
Ωm

a3
+

Ωr

a4
+ ΩΛ − Ωk

a2

)
(1.2)

ここでH0はハッブル定数、Ωkは宇宙の曲率を表すパラメータである。式 (1.2)は規格化された
フリードマン方程式であり、この式を解くことで宇宙の収縮や膨張、宇宙の平坦性、ビッグバ
ンの存在の有無といった宇宙の発展の様子を求めることができる。式 (1.2)から分かるように宇
宙の発展は宇宙論パラメータに依存している。図 1.4では、ΩΛ、Ωmの値に対して宇宙の発展
の様子が記されている。また宇宙論パラメータは、Ia型超新星爆発、宇宙マイクロ波背景放射、
バリオン音響振動 (BAO)の観測などから図 1.4のような制限がつけられている。

　　
Ωm 

ΩΛ 

　

図 1.4: 超新星爆発 [6]、CMB[2]、BAO[7]の観測からの宇宙論パラメータ ΩΛ、Ωmに対する制
限。3つの観測から (ΩΛ,Ωm)≃(0.7,0.3)である flatな宇宙が有力視されている。
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Figure 1.4: Allowed regions of cosmological parameters (ΩΛ, Ωm) by observations of IaSN
(”Supernovae” in figure)[5], CMB[1], and BAO (”clusters” in figure)[6]. A flat universe
with (ΩΛ, Ωm) ≃ (0.7, 0.3) is favored by each three observations.

1.3 Dark Matter Candidates

As mentioned in the previous section, the existence of non-baryon matter (dark matter)
is expected. As the dark matter candidates, there are axion[8], sterile neutrino[9], mirror
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matter[10] and so on.
One candidate for the dark matter is Weakly Interacting Massive Particles (WIMPs).

WIMP is a particle made from the theory beyond the energy scale (> 1TeV) of the
standard model (SM), and because of its properties it is a powerful candidate for the dark
matter. There are several theories which produce WIMPs, and one of the representative
ones is supersymmetry theory (SUSY). SUSY is a theory that predicts supersymmetric
particles(SUSY particles) which have spins 1/2 different from those of SM particles. If
the lightest particle (LSP) among the SUSY particles was electrically neutral, it could
be a candidate for the dark matter[11]. In particular, “ Neutralino ” whose existence
is produced by SUSY can be a good dark matter candidate. The theory that extended
SM based on the minimum SUSY is called Minimum Supersymmetric extension of the
Standard Model (MSSM) and introduces SUSY particles as shown in Table 1.1.

Table 1.1: SUSY particles introduced by MSSM[12].
SM particles SUSY particles

symbol Name Spin symbol Name Spin
q = u, c, t up quarks 1/2 q̃1u, · · · q̃6u up squarks 0
q = d, s, b down quarks 1/2 q̃1d, · · · q̃6d down squarks 0

l = e, µ, τ leptons 1/2 l̃6, · · · l̃6 sleptons 0
νe, νµ, ντ neutrinos 1/2 ν̃1, ν̃2, ν̃3 sneutrinos 0

g gluons 1 g̃ gluinos 1/2
W± W bosons 1 χ̃±

1 , χ̃
±
2 charginos 1/2

H± charged higgs 0

γ photon 1 χ̃0
1, · · · χ̃0

4 neutralinos 1/2
Z0 Z boson 1
h0 light scaler Higgs 0
H0 heavy scaler Higgs 0
A0 pseudoscalar Higgs 0

The intereaction between SUSY particles and SM particles is determined by R parity
given as

R = (−1)3B+L+2S, (1.3)

where B, L and S are the baryon number, the lepton number and the spin, respectively.
SM particles and SUSY particles have R parity of 1 and -1, respectively. From the
conservation of R parity before and after the interaction, the LSP can not decay to
SM particles without SUSY particles and can exist stably. LSP is the lightest gluino
or chargino or neutralino, whose spins are 1/2. If LSP is the lightest neutralino, the
neutralino can be a candidate of the dark matter.

1.4 Method of direct detection dark matter search

The direct detection aims to detect the WIMPs via WIMP-recoil nucleus elastic scat-
terings. The direct search could provide a direct evidence of the existence of dark matter

5



in the galactic halo. In this chapter the dark matter specific signals are discussed.

1.4.1 Dark Matter Direct Detection

In the direct search, the expected energy spectrum can be predicted in advance as-
suming the elastic scatterings of WIMP-nucleus interaction. The energy spectrum can be
calculated by considering the relative velocity of WIMP and the earth[13].

The solar system is rotating at a distance of 8 kpc from the center of the galaxy, and
the earth revolves around the sun. Thus, the velocity of the earth relative to the galactic
halo is written as

vE(= |vE|) = vsun + vorb cos θorb sin 2πy (1.4)

≃ 244 + 15 sin(2πy) [km/sec],

where vsun is the velocity of the Sun relative to the galactic halo, vorb is the orbital
rotation velocity of the earth around the sun, cos θorb is the inclination of the earth
orbital plane with respect to the galactic plane and y is the time in year from March 2nd.
Figure 1.5 is a schematic diagram showing the movement of the sun and the earth in the
galaxy. The earth revolves around the sun, and in June the relative velocity reaches the
maximum because the direction of revolution of the earth and the direction of travel of
the solar system are the same. On the other hand, the direction of revolution of the earth
and the direction of travel of the solar system are opposite in December, so the relative
velocity becomes the minimum.

Figure 1.5: Schematic diagram the movement of the dark matter (DM), the sun, and the
earth in the galaxy.

The differential density of WIMP dn is expressed using vE

dn =
n0

k
f(v,vE)d

3v, (1.5)

n0 ≡
∫ vesc

0

dn , k =

∫ 2π

0

dϕ

∫ +1

−1

d(cos θ)

∫ vesc

0

f(v,vE)v
2dv ,

where k is the normalization constant, n0 is the mean number density of WIMP, vesc
is the escape velocity of the galaxy, θ is the angle between vE and WIMP velocity, and
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ϕ is azimuth angle taking WIMP velocity vector as a zenith. Here, assuming that the
velocity distribution of the dark matter f(v,vE) follows the Boltzmann distribution

f(v,vE) = e−(v+vE)
2/v20 , (1.6)

where v0 is the velocity dispersion of our galaxy. The normalization constant k is derived
in case vesc is infinite or not as

k = k0 = (πv20)
3/2 (vesc = ∞) (1.7)

k = k1 = k0

{
erf

(
vesc
v0

)
− 2

π1/2

vesc
v0

e−v2esc/v
2
0

}
(vesc ̸= ∞), (1.8)

where erf(x) ≡ 2
π1/2

∫ x

0
e−t2dt is the error function.

Next, the event number R of WIMP per observation time with 1 kg of target mass
(total rate unit: tru) is discussed. R is written as

dR =
NA

A
σvdn, (1.9)

where NA is the Avogadro number(6.02 × 1023), A is the mass number of the target
nucleus, v = |v − vE| is the dark matter velocity relative to the target, σ is the WIMP-
nucleus cross section. Strictly, σ depends on the momentum transfer. Precise scattering
cross section that takes momentum transfer into account and here only a simplified case,
σ = σ0 (constant) is discussed. R is derived by integrating Eq.(1.9) as

R =
N0

A
σ0

∫
vdn. (1.10)

The total event rate R0 for vE = 0 and vesc = ∞ is described as

R0 =
2

π1/2

NA

A

ρD
MD

σ0v0 (1.11)

=
361

MDMN

(
σ0

1 pb

)(
ρD

0.3GeV/c2/cm3

)(
v0

220 km/s

)
, (1.12)

where ρD is the local mass density of the dark matter, MD is the mass of the dark
matter, MN(= 0.932A) is the mass of the target nucleus. Also, Eq.(1.12) is normalized
with σ0 = 1pb, ρD = 0.3GeV/c2/cm3, v0 = 220 km/s.

Next, the energy spectrum dR
dER

of recoil nucleus elastically scattered with WIMP
is discussed. Assuming that the kinetic energy of WIMP in the laboratory system is
E
(
= 1

2
MDv

2
)
, the recoil energy ER received by the nucleus of mass MN is

ER = Er (1− cos θ) /2, (1.13)

r =
4MDMN

(MD +MN)
2 , (1.14)

where θ is the scattering angle in the center of mass system, r is a kinematic factor for
MN. Assuming an isotropic scattering in the center of mass system, the cos θ distribution
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becomes uniform and the ER distribution becomes in flat the energy range 0 ≤ ER ≤ Er.
Therefore, the energy spectrum dR

dER
is written as

dR

dER

=

∫ Emax

Emin

1

Er
dR(E)

=
1

E0r

∫ vmax

vmin

v20
v2

dR(v),

where, Emin = ER/r is the minimum WIMP kinetic energy that can pass the recoil
energy ER to the recoiling nucleus. Emax is the maximum value of WIMP’s kinetic energy
in the laboratory system determined by vesc and Earth movement. vmin, vmax(= vesc) are

the corresponding WIMP velocities, respectively, and are defined as E0 =
1
2
mDv

2
0 =

v20
v2
E.

The energy spectrum is obtained using Eq.(1.5), (1.6) and (1.9) as

dR

dER

=
R0

E0r

k0
k

1

2πv20

∫ vmax

vmin

1

v
f(v,vE)d

3v. (1.15)

By performing the integration of Eq.(1.15), the specific formula of energy spectra are
obtained as

dR(0,∞)

dER

=
R0

E0r
e−ER/E0r , (1.16)

dR(0, vesc)

dER

=
k0
k1

[
dR(0,∞)

dER

e−ER/E0r − R0

E0r
e−v2esc/v

2
0

]
, (1.17)

dR(vE,∞)

dER

=
R0

E0r

π1/2

4

v0
vE

[
erf

(
vmin + vE

v0

)
− erf

(
vmin − vE

v0

)]
, (1.18)

dR(vE, vesc)

dER

=
k0
k1

[
dR(vE,∞)

dER

− R0

E0r
e−v2esc/v

2
0

]
. (1.19)

In Figure 1.6, a normalized energy spectrum is shown.
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Figure 1.6: Normalized energy spectrum of elastic scattered nucleus.
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The energy spectrum from the dark matter has a seasonal variation called “annual
modulation”. The annual modulation of the energy spectrum is caused by the Earth’s
motion vE around the sun as described in Eq.(1.5). vE is the largest on June 2nd and the
smallest on December 4th. The annual modulation size is less than O(vorb/vsun) ∼ 5%.
Figure 1.7 shows the energy spectra expected in June and December, where the target is
19F for the spin-dependent interaction, MD = 100GeV, and σSD

χ−p = 1pb.

recoil energy [keV]
0 20 40 60 80 100 120 140 160 180 200

ra
te

 [c
ou

nt
s/

ke
V/

kg
/d

ay
]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

June

December

=1 [pb]σ=100 [GeV],  DF, M19SD, 

Figure 1.7: The energy spectra expected in June and December, where the target is 19F
for the spin-dependent interaction, MD = 100GeV, and σSD

χ−p = 1pb.

The DAMA group has reported the discovery of dark matter from the observation of
the annual modulation since 1998[14],[15]. In order to increase the reliability of the result,
DAMA newly used 250 kg of NaI (Tl) scintillator of higher purity as DAMA/LIBRA
and again annual modulation was observed again[16](Figure 1.8). The total exposure of
DAMA / NaI and DAMA / LIBRA were 2.46 ton·year, and they strongly claimed on the
discovery of the dark matter. However, since other experiments have shown the results
contradictory to this DAMA’s claim, there has been no consensus of the direct detection
of the dark matter. There is also a discussion that the annual modulation observed by
DAMA was systematic errors due to cyclic backgrounds (neutrons from muon and solar
neutrinos)[17]. Because of these backgrounds, dark matter searches by different methods
with more clear signals are required.
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= 127.3/52 and 150.3/52, respectively. The P-values are P = 3.0 × 10−8 and P =
1.7 × 10−11, respectively. The residuals of the DAMA/NaI data (0.29 ton × yr) are
given in Ref. [2, 5, 14, 15], while those of DAMA/LIBRA–phase1 (1.04 ton × yr) in
Ref. [2, 3, 4, 5].

The former DAMA/LIBRA–phase1 and the new DAMA/LIBRA–phase2 residual
rates of the single-hit scintillation events are reported in Fig. 3. The energy interval
is from 2 keV, the software energy threshold of DAMA/LIBRA–phase1, up to 6 keV.
The null modulation hypothesis is rejected at very high C.L. by χ2 test: χ2/d.o.f. =
199.3/102, corresponding to P-value = 2.9 × 10−8.

2-6 keV

 Time (day)

R
es

id
ua

ls 
(c

pd
/k

g/
ke

V
) DAMA/LIBRA-phase1 (1.04 ton×yr) DAMA/LIBRA-phase2 (1.13 ton×yr)

Figure 3: Experimental residual rate of the single-hit scintillation events measured by
DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2 in the (2–6) keV energy intervals
as a function of the time. The superimposed curve is the cosinusoidal functional forms
A cosω(t − t0) with a period T = 2π

ω = 1 yr, a phase t0 = 152.5 day (June 2nd) and
modulation amplitude, A, equal to the central value obtained by best fit on the data
points of DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2. For details see Fig. 2.

The single-hit residual rates of the DAMA/LIBRA–phase2 (Fig. 2) have been fit-
ted with the function: A cosω(t − t0), considering a period T = 2π

ω
= 1 yr and a

phase t0 = 152.5 day (June 2nd) as expected by the DM annual modulation signature;
this can be repeated for the only case of (2-6) keV energy interval also including the
former DAMA/NaI and DAMA/LIBRA–phase1 data. The goodness of the fits is well
supported by the χ2 test; for example, χ2/d.o.f. = 61.3/51, 50.0/51, 113.8/138 are ob-
tained for the (1–3) keV and (1–6) keV cases of DAMA/LIBRA–phase2, and for the
(2–6) keV case of DAMA/NaI, DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2,
respectively. The results of the best fits are summarized in Table 2. Table 2 also
shows the results of the fit obtained for DAMA/LIBRA–phase2 either including or not
DAMA/NaI and DAMA/LIBRA–phase1, when the period and the phase are kept free
in the fitting procedure. As reported in the table, the period and the phase are well
compatible with expectations for a DM annual modulation signal. In particular, the
phase is consistent with about June 2nd and is fully consistent with the value indepen-
dently determined by Maximum Likelihood analysis (see later). For completeness, we
recall that a slight energy dependence of the phase could be expected (see e.g. Refs.
[22, 23, 27, 28, 29, 30]), providing intriguing information on the nature of Dark Matter
candidate and related aspects.

7

Figure 1.8: The observation result of the annual modulation in 2-6 keV region by DAMA,
DAMA / LIBRA[16].

1.4.2 Directionality

The most convincing signal of the dark matter would be seen in the directional dis-
tribution of the recoil nucleus. This is the evidence of the detection of the dark matter
by measuring the direction of ”dark matter wind” caused by the movement of the solar
system in the galaxy. Since the solar system is moving towards the constellation Cygnus
direction in the galaxy system, dark matter can be interpreted as the are coming from
the Cygnus direction. Since the Cygnus direction is varying time-to-time even in a day,
the systematic error depending on day and season can be canceled.

In the laboratory system, the expected angular spectrum due to elastic scattering of
the dark matter is calculated as follows[18]

d2R

dERd cos θ
≃ 1

2

R0

E0r
exp

[
−(vE cos θ − vmin)

2

v20

]
(1.20)

where θ is the angle between the direction of the Cygnus and the nuclear track. The
relation between this angle and energy is shown in Figure 1.9, where the target is 19F
for the spin-dependent interaction, MD = 100GeV/c2 and σSD

χ−p = 1pb. Figure 1.10 is
obtained by extracting events whose recoil energy is in 100 − 120 keV from Figure 1.9.
Because the cos θ distribution due to isotropic background events is expected to be flat,
the peak at cos θ = 1 as shown in Figure 1.10 could be a strong evidence for the detection
of the dark matter.
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Figure 1.9: The expected energy-angular distribution due to the elastic scattering of the
dark matter. θ is the angle between the direction of the Cygnus and the nuclear track,
the target is 19F for the spin-dependent interaction, MD = 100GeV/c2 and σSD

χ−p = 1pb.
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Figure 1.10: The expected cos θ distribution(100 − 120 keV). θ is the angle between the
direction of the Cygnus and the nuclear track, the target is 19F for the SD interaction,
MD = 100GeV/c2 and σSD

χ−p = 1pb.

In the direct detection dark matter search experiments, the direction of the dark matter
to the detector is measured by detecting the track of recoil nucleus. A typical track length
when the energy of the recoil nucleus is 100 keV is 1mm or less in gas at the atmospheric
pressure. For this reason, a lot of direction-sensitive dark matter search experiments
are carried out with gaseous detectors using low pressure gas. In the direction-sensitive
dark matter search experiments, Time Projection Chamber (TPC) combined with MPGD
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(Micro-Patterned Gaseous Detector) using low pressure gas is generally used. It is called
µ-TPC. MPGD used in the direction sensitive dark matter search experiments is will be
reviewed in Chapter 2.2.

Figure 1.11 shows a conceptual diagram of a µ-TPC. A µ-TPC can obtain the track
of charged particles. When charged particles recoiled by elastic scattering with a dark
matter move through the gas, gas is ionized along the track. Primary electrons generated
by the ionization are drifted in the -Z direction by the drift electric field applied inside
the µ-TPC, and two-dimensional information of the track can be obtained on the reading
device (XY plane). At this time, by considering the drift velocity of electrons and the
time required for drift, the Z coordinate can be obtained and three dimensional track
information can be obtained.

nucleus

dark+matter

electronμ"TPC

E

x

y
z

Figure 1.11: A conceptual diagram of TPC.

There are DRIFT[19] in the UK and DM-TPC[20] in the United States for the di-
rection sensitive dark matter search experiment using gas detectors. The DRIFT group
is a pioneer in the direction sensitive dark matter search experiments, and research on
background reduction techniques is progressing particularly. The detector is a 1m3 gas
detector, and MWPC (Multi Wire Proportional Counter) is used for the readout device.
The gas is a mixed gas of 30 Torr CS2, 10 Torr CF4 and 1 Torr O2. Analysis using di-
rection information has not been demonstrated yet, still the limits competitive with large
conventional detectors were obtained. DM-TPC uses CCD for the readout device. Tracks
can be obtained by reading the scintillation photons emitted by the drifted electrons with
a CCD camera. Therefore, although the track obtained is two-dimensional, energy deposit
of nucleus along tracks can be easily obtained as information of light intensity.
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2 Review of gaseous particle detectors

This section summarizes the amplification principle and variation of gaseous particle de-
tectors and their applications to low background experiments.

2.1 Physical process of the gas detectors

As a charged particle passes through the gas medium, ionization occurs along its track
and electron-ion pairs are generated. The number n of electron-ion pairs generated by
the charged particle is expressed as follows

n =
Ydp

W
, (2.1)

where Ydp is the total energy deposition in the gas and W is the average energy to
produce an electron-ion pair. W is called “W-value”. W-values of the gas used in the
gas detector are summarized in Figure 2.1 together with other physical properties. In
addition to the process of forming electron-ion pairs by the ionization, there is a process
of generating excited molecules by exciting electrons to a higher bound state of molecules.
In the case of the mixture gas, the excited noble gas molecules interact with the other
gas to generate electrons. This process is called “Penning effect”. Transfer probabilities
to Penning effect in argon with 10% alkane at 760 Torr is shown in Figure 2.2[21]. The
four reaction formulas (Eq.(2.2), (2.3), (2.4) and (2.5)) occurred by the Penning effect
are shown below. The most common mechanisms are the two-body collision of an excited
atom with mixture gas molecule, which are shown as follows

A∗ +B → (AB)+ + e−, (2.2)

A∗ +B → A+B+ + e−, (2.3)

where, A and B represent the type of gas, and * represents the excited state. The
reaction that occurs when A∗ returns to the ground state is as follows

A∗ → A+ e−,

B∗ → B+ + e−. (2.4)

This process works over distances that are large compared with the molecule size. The
bonding state of the excited noble gas atom and the ground state is known as ”excimer”.
At atmospheric pressure, excimer is formed with three molecules of argon gas, and the
following reaction occurs

A∗ + 2A → A∗
2 + A

A∗
2 +B → 2A+B∗

A∗
2 +B → 2A+B+ + e−. (2.5)
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422 33. Detectors at accelerators

33.6. Gaseous detectors

33.6.1. Energy loss and charge transport in gases : Revised
March 2010 by F. Sauli (CERN) and M. Titov (CEA Saclay).

Gas-filled detectors localize the ionization produced by charged
particles, generally after charge multiplication. The statistics of
ionization processes having asymmetries in the ionization trails, affect
the coordinate determination deduced from the measurement of drift
time, or of the center of gravity of the collected charge. For thin gas
layers, the width of the energy loss distribution can be larger than
its average, requiring multiple sample or truncated mean analysis to
achieve good particle identification. In the truncated mean method
for calculating ⟨dE/dx⟩, the ionization measurements along the track
length are broken into many samples and then a fixed fraction of
high-side (and sometimes also low-side) values are rejected [58].

The energy loss of charged particles and photons in matter is
discussed in Sec. 32. Table 33.5 provides values of relevant parameters
in some commonly used gases at NTP (normal temperature, 20◦ C,
and pressure, 1 atm) for unit-charge minimum-ionizing particles
(MIPs) [59–65]. Values often differ, depending on the source, so
those in the table should be taken only as approximate. For different
conditions and for mixtures, and neglecting internal energy transfer
processes (e.g., Penning effect), one can scale the density, NP , and NT
with temperature and pressure assuming a perfect gas law.

Table 33.5: Properties of noble and molecular gases at normal
temperature and pressure (NTP: 20◦ C, one atm). EX , EI : first
excitation, ionization energy; WI : average energy per ion pair;
dE/dx|min, NP , NT : differential energy loss, primary and total
number of electron-ion pairs per cm, for unit charge minimum
ionizing particles.

Gas Density, Ex EI WI dE/dx|min NP NT
mg cm−3 eV eV eV keVcm−1 cm−1 cm−1

He 0.179 19.8 24.6 41.3 0.32 3.5 8
Ne 0.839 16.7 21.6 37 1.45 13 40
Ar 1.66 11.6 15.7 26 2.53 25 97
Xe 5.495 8.4 12.1 22 6.87 41 312
CH4 0.667 8.8 12.6 30 1.61 28 54
C2H6 1.26 8.2 11.5 26 2.91 48 112
iC4H10 2.49 6.5 10.6 26 5.67 90 220
CO2 1.84 7.0 13.8 34 3.35 35 100
CF4 3.78 10.0 16.0 54 6.38 63 120

When an ionizing particle passes through the gas it creates
electron-ion pairs, but often the ejected electrons have sufficient
energy to further ionize the medium. As shown in Table 33.5, the
total number of electron-ion pairs (NT ) is usually a few times larger
than the number of primaries (NP ).

The probability for a released electron to have an energy E or larger
follows an approximate 1/E2 dependence (Rutherford law), shown in
Fig. 33.3 for Ar/CH4 at NTP (dotted line, left scale). More detailed
estimates taking into account the electronic structure of the medium
are shown in the figure, for three values of the particle velocity
factor βγ [60]. The dot-dashed line provides, on the right scale, the
practical range of electrons (including scattering) of energy E. As an
example, about 0.6% of released electrons have 1 keV or more energy,
substantially increasing the ionization loss rate. The practical range
of 1 keV electrons in argon (dot-dashed line, right scale) is 70 µm and
this can contribute to the error in the coordinate determination.

The number of electron-ion pairs per primary ionization, or cluster
size, has an exponentially decreasing probability; for argon, there is
about 1% probability for primary clusters to contain ten or more
electron-ion pairs [61].

Once released in the gas, and under the influence of an applied
electric field, electrons and ions drift in opposite directions and diffuse
towards the electrodes. The scattering cross section is determined
by the details of atomic and molecular structure. Therefore, the
drift velocity and diffusion of electrons depend very strongly on the

Figure 33.3: Probability of single collisions in which released
electrons have an energy E or larger (left scale) and practical
range of electrons in Ar/CH4 (P10) at NTP (dot-dashed curve,
right scale) [60].

nature of the gas, specifically on the inelastic cross-section involving
the rotational and vibrational levels of molecules. In noble gases,
the inelastic cross section is zero below excitation and ionization
thresholds. Large drift velocities are achieved by adding polyatomic
gases (usually CH4, CO2, or CF4) having large inelastic cross sections
at moderate energies, which results in “cooling” electrons into the
energy range of the Ramsauer-Townsend minimum (at ∼ 0.5 eV)
of the elastic cross-section of argon. The reduction in both the
total electron scattering cross-section and the electron energy results
in a large increase of electron drift velocity (for a compilation of
electron-molecule cross sections see Ref. 62). Another principal role
of the polyatomic gas is to absorb the ultraviolet photons emitted
by the excited noble gas atoms. Extensive collections of experimental
data [63] and theoretical calculations based on transport theory [64]
permit estimates of drift and diffusion properties in pure gases and
their mixtures. In a simple approximation, gas kinetic theory provides
the drift velocity v as a function of the mean collision time τ and
the electric field E: v = eEτ/me (Townsend’s expression). Values of
drift velocity and diffusion for some commonly used gases at NTP are
given in Fig. 33.4 and Fig. 33.5. These have been computed with the
MAGBOLTZ program [65]. For different conditions, the horizontal
axis must be scaled inversely with the gas density. Standard deviations
for longitudinal (σL) and transverse diffusion (σT ) are given for one
cm of drift, and scale with the the square root of the drift distance.
Since the collection time is inversely proportional to the drift velocity,
diffusion is less in gases such as CF4 that have high drift velocities. In
the presence of an external magnetic field, the Lorentz force acting on
electrons between collisions deflects the drifting electrons and modifies
the drift properties. The electron trajectories, velocities and diffusion
parameters can be computed with MAGBOLTZ. A simple theory, the
friction force model, provides an expression for the vector drift velocity
v as a function of electric and magnetic field vectors E and B, of the
Larmor frequency ω = eB/me, and of the mean collision time τ :

v =
e

me

τ

1 + ω2τ2

(

E +
ωτ

B
(E ×B) +

ω2τ2

B2 (E · B)B

)

(33.13)

To a good approximation, and for moderate fields, one can assume
that the energy of the electrons is not affected by B, and use for τ
the values deduced from the drift velocity at B = 0 (the Townsend
expression). For E perpendicular to B, the drift angle to the relative to
the electric field vector is tan θB = ωτ and v = (E/B)(ωτ/

√
1 + ω2τ2).

For parallel electric and magnetic fields, drift velocity and longitudinal
diffusion are not affected, while the transverse diffusion can be
strongly reduced: σT (B) = σT (B = 0)/

√
1 + ω2τ2. The dotted line in

Fig. 33.5 represents σT for the classic Ar/CH4 (90:10) mixture at 4 T.
Large values of ωτ ∼ 20 at 5T are consistent with the measurement
of diffusion coefficient in Ar/CF4/iC4H10 (95:3:2). This reduction is

unit

�%%�

Figure 2.1: Properties of noble and molecular gases at normal temperature and pres-
sure(NTP: 20◦C, 760 Torr)[22].WI is an average energy per electron-ion pair(W value).
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Table 2. Transfer probabilities in argon with 10% alkane at 1 atm.

Alkane Ionisation potential Molecular weight Transfer probability
[eV] [g/mol]

CH4 12.65 16.04 0.212±0.002
C2H6 11.52 30.07 0.31±0.01
C3H8 10.95 44.096 0.43±0.01
iC4H10 10.67 58.123 0.40±0.01

cross sections (section 2.6) are substantially higher than in methane, the mean free path of photons
from radiative decay is even smaller. Photon feedback is detectable, though, for low admixture
concentrations (figure 14). A common gain scaling of g = 0.31 is compatible with all C3H8 gain
curves. No gain scaling has been imposed for the other admixtures.

A notable difference with CH4 is that the ionisation potentials (11.52 eV for C2H6, 10.95 eV
for C3H8 and 10.67 eV for iC4H10) are located below the argon 3p54s excitation levels. This
results in a larger pool of excited argon atoms which can potentially transfer their energy. Indeed,
comparing the 1 atm gain curves of argon mixed with 10% CH4 (figure 11) and with 10% heavier
alkanes (figure 14), the gain is noticeably more enhanced with the heavier alkanes.

As seen for the Ar-C2H2 mixtures (section 4.3), the 3p54s states have a long effective lifetime
because of radiation trapping. This results in a reduced concentration dependence of their transfer
probability. Since C3H8 is more efficient than C2H2 in limiting photon feedback, the C3H8 data
has, for equal gain and equal admixture percentages, been taken at a ≈ 30% higher field. The role
of the 3p54s states is therefore less prominent than in Ar-C2H2 while the 3p54p, 3p53d and higher
states should show a concentration dependence similar to that of e.g. Ar-CH4.

The C3H8 data does not extend to sufficiently low quencher concentrations (or pressures) to
give accurate information on photo-ionisation and homonuclear associative ionisation via the ratio
a3/a2 = −0.1±2.2, see eq. (4.7) and figure 14. Inspection of the χ2 curve reveals an asymmetric
error bar of which the positive side can be used to derive the upper limit a2 < 0.012. Combined
with the collision time for this mixture τA∗B = 130 ps (table 1) and assuming full collision transfer
efficiency, the lower limit on the average lifetime of the excited states is:

1
a2
τA∗B
τA∗

= fB+ + fB̄ < 1, τA∗ > 11 ns (84% CL) (4.13)

This is indeed larger than the natural lifetime of non-metastable 3p54s and compatible with 3p54p.
We note that fB+ + fB̄ is likely to be smaller than unity.

The transfer probabilities at 1 atm in argon mixed with 10% alkane, increase with molecular
weight, at least for the linear alkanes (table 2). Isobutane probably falls out of this trend because it
is compact and hence has a smaller collision time. At this pressure, as in the case of CH4, radiative
and heteronuclear associative ionisation are dominant and of comparable importance (figure 13).
With reference to eq. (1.13), two arguments can be put forward to explain the observed trend.
First, the UV absorption cross section of alkanes, and therefore frad, increases with the molecular
weight (figure 5). Second, it may be that fB+/( fB+ + fB̄) increases with the molecular weight. No
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Figure 2.2: Transfer probabilities to Penning effect in argon with 10% alkane at 760
Torr[21].

Next, the movement of electrons and ions in the gas is explained. Ions and electrons
generated by the ionization attract each other and recombine to return to neutral atoms.
This recombination process can be suppressed by applying an electric field in the gas
and drifting ions and electrons opposite directions. Positive ions move in the electric
field direction, and electrons move towards the opposite direction to the electric field.
Ions are accelerated by an electric field, collide with gas molecules, stop drifting and are
accelerated by an electric field repeatedly. The drift velocity differs depending on the kind
of ions. The drift velocity of the ions, ω, is expressed as follows

w = µ
E

p/p0
, (2.6)

where the constant parameter µ is “mobility” of ions, E is the electric field, p is
the pressure of the gas, and p0 is the atmospheric pressure (760 Torr). µ is determined
by the gas molecules. For example, µ of the argon ion in argon gas is 1.7 cm2/(V · s).
The dependence of w on E and p can be represented by a parameter, E/p so called the
”reduced electric field”. Electrons are also drifted in the same process as ions, but the
distance until electrons cause ionizations, called mean free path λ, is shorter than that
of ions. Therefore, electrons are accelerated much more than ions. It is known that the
drift velocity of ions is 1 cm/ms in the order, whereas that of electrons are 1 cm/us in
the order which is about 1000 times faster than the ions.

The principle of gas amplification is then explained. The larger the electric field,
the more ionization occurs. This process, called secondary ionization, is caused by the
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movement of the electrons generated by charged particles. α, which is the inverse of λ is
called the first Townsend coefficient. α represents the number of ion pairs generated per
a unit drift distance. α depends on the electric field E and the gas type as follows

α = pA exp(− B

E/p
), (2.7)

where p is the gas pressure and A and B are parameters depending on the gas type.
The total number N(x) of electrons after passing through the trajectory x is obtained
as follows. The number dN(x) of electrons amplified during the length dx is written as
follows,

dN(x) = N(x)αdx. (2.8)

If alpha does not depend on x, this solution is as follows

N(x) = n0 exp(αx). (2.9)

where, n0 is the initial number of electrons. From this relation it can be seen that the
amplification increases exponentially with respect to the trajectories of electrons. When
α depends on x

N(x) = n0 exp

(∫
α(x)dx

)
. (2.10)

From Eq.(2.10), the gas amplification factor M is expressed as follows

M = N(x)/n0 = exp

(∫
α(x)dx

)
(2.11)

2.2 Variations of gaseous particle detectors

In the direction-sensitive dark matter search experiments, the MPGD is often used
because it is necessary to detect the nuclear tracks of 1 mm or less. Several types of
MPGDs used in the dark matter search experiments are introduced in this section.

2.2.1 GEM

The GEM (Gas Electron Multiplier) is an MPGD developed by F. Sauli in 1997[23].
The structure standard GEM developed in CERN is explained as an example. Enlarged
photograph of the GEM by the electron microscope is shown in Figure 2.3[24]. Copper
foils(electrodes) with a thickness of 5 µm are formed on the both sides of a polyimide
film (insulator) with a thickness of 50 µm. The holes with a diameter of 70µm are made
at intervals of 140 µm in the film. The GEM is only to make gas amplification, and
the charge is read out independently by an electrodes. Figure 2.4 shows the schematic
drawings of the GEM set up. The region between the drift plane and the GEM is called
the drift region, and the region between the GEM and the readout electrodes is called the
induction region. Figure 2.5 shows the electric field of GEM. By applying a large potential
difference between the electrodes on both sides, a high electric field is formed in the hole.
The density of lines of electric force in the hole of the GEM is much larger than that of
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the drift region and the induction region and the electrons in the hole cause avalanche of
electrons. Multiple GEMs can be used stages, to obtain a large amplification factor in
total while suppressing the risk of discharge by decreasing the amplification factor per a
GEM. It can also be used with other detectors, which is a major advantage of the GEM.

photosensitive gases. A novel device, the Multi-step Avalanche
Chamber, overcame the difficulty introducing the concept of pre-
amplification: a region of high field between two meshes used to
impart to the primary ionization electrons a first boost of gain,
before transferring the charge to a second amplifying structure [12].
The combined amplification of the cascaded assembly, each oper-
ated below the critical gain for discharges, added to the suppression
of photon-mediated feedback processes due to self-absorption in
the gas achieve the successful detection and localization of single
photoelectrons for Cherenkov Ring Imaging applications [13].

Inspired by the same basic concept, the Gas Electron Multiplier
electrode is a thin polymer foil, metal-coated on both sides and
pierced with a high density of holes, typically 50–100 mm!2

(Fig. 1). Inserted between a drift and a charge collection electrode,
and with the application of appropriate potentials, the GEM
electrode develops near the holes field lines and equipotential as
shown in Fig. 2. The large difference of potential applied between
the two sides of the foil creates a high field in the holes; electrons
released in the upper region drift towards the holes and acquire
sufficient energy to cause ionizing collisions with the molecules of
the gas filling the structure. A sizeable fraction of the electrons
produced in the avalanche's front leave the multiplication region
and transfer into the lower section of the structure, where they can
be collected by an electrode, or injected into a second multiplying
region. Fig. 3 shows schematically a single GEM detector, with a
two-dimensional patterned charge detection anode. Unlike other
gaseous counters, the (negative) signal on the anode is generated
only by the collection of electrons, without a contribution from the
slow positive ions, making the device potentially very fast and
minimizing space charge problems. Moreover, the low field gap
between multiplying and sensing electrodes reduces the probability
of the propagation of a discharge to the fragile front-end readout
electronics. The equal and opposite charges sensed on the bottom
GEM electrode can be used as energy trigger, permitting the
detection and localization of events caused by neutral radiation.

Replicated in a cascade of GEM foils, the pre-amplification and transfer
process permit one to attain very high proportional gains without the
occurrence of discharges, as will be discussed in the next sections.

3. Optimization of the GEM geometry and operating
conditions

The holes' diameter and shape have a direct influence on the
performance and long-term stability of operation of a detector; for a
detailed discussion on this point see Section 6. It was found already

in early studies that to ensure high gains, the optimum hole
diameter should be comparable to the foil thickness, as shown by
the measurements in Fig. 4: while narrower holes result in larger
fields for a given voltage, losses on the walls compensate for the
increased gain [14]. It should be noted that, since a field-dependent
fraction of the multiplying electrons is lost on the lower face of the
GEM electrode, the useful or effective gain, defined as ratio of the
detected to the primary ionization charge, is always lower than the
real gain of the multiplier, as shown in the figure.

Owing to the structure of the detector, the sharing of collected
charges (electrons and ions) between electrodes depends on the
value of fields, GEM geometry and filling gas; it has been
extensively studied both with measurements and simulations
[14–17]. Fig. 5, from the first reference, is an example of currents
measured on all electrodes as a function of the induction field,
with all other fields kept constant. Above "15 kV cm!1, avalanche
multiplication begins in the induction gap; while exploitable to
attain higher gains, this is not a desirable feature since it might
help propagating a discharge through the structure.

Fig. 1. Electron microscope picture of a section of typical GEM electrode, 50 mm
thick. The holes pitch and diameter are 140 and 70 mm, respectively.

Fig. 2. Electric field in the region of the holes of a GEM electrode.

Fig. 3. Schematics of single GEM detector with Cartesian two-dimensional strip
readout.

F. Sauli / Nuclear Instruments and Methods in Physics Research A 805 (2016) 2–24 3

Figure 2.3: The microscopic photograph of the GEM[24].

Figure 2.4: The schematic drawings of GEM set up[25]. The drift plane, GEM, read
electrodes are set in this order from the top.

2.2.2 MicroMEGAS

MicroMEGAS (Micro-MEsh GAseous Structure) is an MPGD developed by Y. Geo-
mataris in 1996[26]. The structure and operation principle are shown in Figure 2.6. A
steel mesh separates the 5mm drift region and the 128 µm amplification region. Readout
electrodes for signal reading and pillars for supporting the mesh are arranged on PCB
board. Primary electrons generated in the drift region are drifted to the mesh and then
gas avalanche occur in the high electric field region between the mesh and the electrode
substrate. The electric field of the drift region is several hundred V/cm, whereas the
electric field of the amplification region is several tens of kV/cm which is about 100 times
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photosensitive gases. A novel device, the Multi-step Avalanche
Chamber, overcame the difficulty introducing the concept of pre-
amplification: a region of high field between two meshes used to
impart to the primary ionization electrons a first boost of gain,
before transferring the charge to a second amplifying structure [12].
The combined amplification of the cascaded assembly, each oper-
ated below the critical gain for discharges, added to the suppression
of photon-mediated feedback processes due to self-absorption in
the gas achieve the successful detection and localization of single
photoelectrons for Cherenkov Ring Imaging applications [13].

Inspired by the same basic concept, the Gas Electron Multiplier
electrode is a thin polymer foil, metal-coated on both sides and
pierced with a high density of holes, typically 50–100 mm!2

(Fig. 1). Inserted between a drift and a charge collection electrode,
and with the application of appropriate potentials, the GEM
electrode develops near the holes field lines and equipotential as
shown in Fig. 2. The large difference of potential applied between
the two sides of the foil creates a high field in the holes; electrons
released in the upper region drift towards the holes and acquire
sufficient energy to cause ionizing collisions with the molecules of
the gas filling the structure. A sizeable fraction of the electrons
produced in the avalanche's front leave the multiplication region
and transfer into the lower section of the structure, where they can
be collected by an electrode, or injected into a second multiplying
region. Fig. 3 shows schematically a single GEM detector, with a
two-dimensional patterned charge detection anode. Unlike other
gaseous counters, the (negative) signal on the anode is generated
only by the collection of electrons, without a contribution from the
slow positive ions, making the device potentially very fast and
minimizing space charge problems. Moreover, the low field gap
between multiplying and sensing electrodes reduces the probability
of the propagation of a discharge to the fragile front-end readout
electronics. The equal and opposite charges sensed on the bottom
GEM electrode can be used as energy trigger, permitting the
detection and localization of events caused by neutral radiation.

Replicated in a cascade of GEM foils, the pre-amplification and transfer
process permit one to attain very high proportional gains without the
occurrence of discharges, as will be discussed in the next sections.

3. Optimization of the GEM geometry and operating
conditions

The holes' diameter and shape have a direct influence on the
performance and long-term stability of operation of a detector; for a
detailed discussion on this point see Section 6. It was found already

in early studies that to ensure high gains, the optimum hole
diameter should be comparable to the foil thickness, as shown by
the measurements in Fig. 4: while narrower holes result in larger
fields for a given voltage, losses on the walls compensate for the
increased gain [14]. It should be noted that, since a field-dependent
fraction of the multiplying electrons is lost on the lower face of the
GEM electrode, the useful or effective gain, defined as ratio of the
detected to the primary ionization charge, is always lower than the
real gain of the multiplier, as shown in the figure.

Owing to the structure of the detector, the sharing of collected
charges (electrons and ions) between electrodes depends on the
value of fields, GEM geometry and filling gas; it has been
extensively studied both with measurements and simulations
[14–17]. Fig. 5, from the first reference, is an example of currents
measured on all electrodes as a function of the induction field,
with all other fields kept constant. Above "15 kV cm!1, avalanche
multiplication begins in the induction gap; while exploitable to
attain higher gains, this is not a desirable feature since it might
help propagating a discharge through the structure.

Fig. 1. Electron microscope picture of a section of typical GEM electrode, 50 mm
thick. The holes pitch and diameter are 140 and 70 mm, respectively.

Fig. 2. Electric field in the region of the holes of a GEM electrode.

Fig. 3. Schematics of single GEM detector with Cartesian two-dimensional strip
readout.

F. Sauli / Nuclear Instruments and Methods in Physics Research A 805 (2016) 2–24 3

Figure 2.5: Electric field in the region of the holes of a GEM electrode[24].

the drift electric field, so that most electrons can pass through the mesh. Since the ions
generated by the gas avalanche reach the mesh promptly, it can be used at an environment
of a high particle-rate. There are several kinds of Micromegas.

2014 JINST 9 C02032

Figure 1. (Left) Exploded view of a MM chamber including read-out electrodes with strips, pillars, mesh
and drift cathode. (Right) Principle of operation of a MM chamber. Resistive strips running above the
read-out strips are also shown. The dimensions given refer to the MM chambers used in the NSW.

• High fluxes of heavily ionizing particles, each releasing more than 103 ionization electrons
(Ne) in the drift gap are expected at LHC. Given the required amplification gain G of at least
104, in the region between the mesh and the readout strips sparks are expected to happen
(since Ne⇥G > 107). To overcome this problem by making inoffensive the possible sparks,
resistive strips above the read-out strips are posed according to the scheme shown in figure 1
and described in ref. [5].

• A magnetic field of up to 0.3 T is present in the NSW region with different orientations. Cor-
rections on the reconstructed positions have to be applied to account for the corresponding
Lorentz angle effects.

• Strip positions must be known with precision of better than 50 µm, therefore the construction
procedure has to guarantee such a precision and, at the same time, alignment tools have to
be foreseen for the detector.

All these points have been addressed in the last years with a vast campaign of tests. In the following
some of these tests are reported and discussed.

The NSW MM will be operated according to the following parameters: drift gap = 5 mm,
amplification gap = 128 µm, strip pitch = 400÷ 450 µm, strip width = 300 µm; gas mixture Ar-
CO2 (93-7), HVdrift = 300 V, HVampl = 550 V. With these operating conditions, the drift velocity is
about 5 cm/µs resulting in a maximum drift time of 100 ns.

4 Test results

Small size prototypes of MM chambers have been exposed to beams with two main objectives:
determine efficiency and spatial resolution for tracks in the angular range expected at LHC, and
study the effects of the magnetic field on the chamber operation. Moreover irradiation campaigns
simulating the typical exposures of several LHC years have been done aiming to see if ageing
effects are significant.

– 3 –

Figure 2.6: The structure of MicroMEGAS (left) and the operating principle image
(right)[24].

2.2.3 µ-PIC

µ-PIC (micro PIxel Chamber) was developed by Tanimori and Ochi[27]. Figure 2.7
shows the structure of the µ-PIC. µ-PIC is installeat one end of a gas chamber. The plate-
shaped electrode called drift electrode is install at the another end of the chamber. Anode
pixels with a diameter of 50 µm are arranged in the form of pixels at a pitch of 400 µm on
the insulating substrate of polyimide, and each anode pixel is surrounded by a cathode
with a diameter of 250µm. The anode pixel penetrates the insulator and is connected to
the anode strip on the back side. The cathode electrodes are connected in strips one by
one, and two-dimensional readout of signals can be realized with the structure in which
the anode and the cathode strip are arranged crossing each other. When the µ-PIC is
operated, a negative voltage is applied to the drift electrode, a positive voltage of several
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hundred V is applied to the anode pixel, and the potential of the cathode is 0 V. In the
vicinity of the anode, an electric avalanche occurs because a strong electric field is formed
by the voltage applied between the anode and the cathode. Electrons generated by the
avalanche of electrons are drifted to the anode and ions toward the cathode.

MSGCs. However, its floating structure makes
detectors too complicated to make a large area
detector without any sophisticated supporting
structure in the detection area. The other solution
is to use small length of anode instead of a strip,
such as a dot shaped one. Micro Dot Chamber
(MDC) [6] seems to belong to this type. First of all,
you will note that the damage of discharges could
be closed in a very small area around one dot.
Furthermore, high-electric field around the dot
anode, enough for gas amplification, can be made
from lower voltage of the cathode than that using
a strip anode with the same spacing between the
anode and the cathode. Then relatively low
potential of the cathode suppresses the discharges
from the cathode edges.

However, the potential of the anode line, which
connects the dots and electronics, strongly distorts
the electric field around the dot from the ideal one
which would be formed for the signal line far away
from the cathode. In order to reduce the distortion
of the electric field, the thick substrate is required,
however, it is very difficult to form using the
integral circuit technology on the Si wafer, on
which the MDC was formed.

The Micro Pixel Chamber (Micro PIC) has pixel
anodes like an MDC, but it is made by printing
circuit board (PCB) technology. The anodes and
cathodes lines are printed on thin ð100 mmÞ board
by photo etching same as the PCB. This technol-
ogy will expand for a large area processing up to a
few meter in principle.

2. Design of l-PIC

Fig. 1 is the schematic structure of our m-PIC.
This detector is made up of a double sided printing
circuit board with a thickness of 0:1 mm. On one
side the anode electrodes are printed, and on the
other side were the cathode strips. The cathode
strip has successive holes of 0:25 mm diameter
with 0:4 mm pitch. The anode pixels of 50 mm
diameter are formed at the center of cathode holes,
and these pixels are connected to the anode strip
on the innerside of the substrate. Anode strips are
arranged perpendicular to the cathodes. The
spacing between the anode and the cathode edges

is 100 mm, and this is approximately same as the
thickness of the substrate.

Using both signals from the orthogonal anodes
and cathodes, two dimensional position is ob-
tained. The signal charges from the anode and the
cathode are opposite but is of same amount in
principle. This is one of the advantages of m-PIC
because two dimensional readout of MSGC has to
be used for the small induced signals from the
backstrips which are 20–30% of anode electrodes.
Even in discharge, damage on the detector is
limited only in discharged pixel, whereas a strip
will be broken in the case of strip detector. The
thick substrate of PCB is very durable for the
discharge between anode and cathode. The dis-
charge limit of the substrate is 6 kV.

The width of the anode strip of m-PIC is 300 mm,
which is larger than the cathode hole (between
anode pin and cathode edge) of 250 mm diameter.
Whole area of the cathode hole is on the anode
strip, by which all electric fields on the holes run
upward. Then the positive ions are hardly attached
on the surface of the cathode hole.

3. Operation tests and results

The m-PIC with a 3 cm# 3 cm detection
area was manufactured on the PCB board by
TOSHIBA. Fig. 2(a) shows the photograph of the
trial piece of the detector. Fig. 2(b) shows the

Fig. 1. Schematic structure of Micro PIC.

A. Ochi et al. / Nuclear Instruments and Methods in Physics Research A 471 (2001) 264–267 265

Figure 2.7: The schematic structure of the µ-PIC. Anode strips are formed through the
substrate with a pitch of 400 µm[27]

2.3 Background of MPGD

Radioactive isotopes can be contaminated in the detector materials. They become
serious background sources.

There are U series which decay series from 238U to stable 206Pb and Th series which
decay series from 232Th to stable 208Pb in the typical background. The decay chains of
238U and 232Th(U/Th) series are shown in Figure 2.8. The half-lives of 238U and 232Th are
4.468×109 years and 1.405×1010 years, respectively, which are very long. 238U and 232Th
are natural radio isotopes and are contaminated in various materials. The radioactive
isotopes in the decay chains emit α-rays, β-rays and γ-rays of various energies. From the
above, the background level in the dark matter search experiment is often discussed by
the U/Th content.

The decay diagram of 40K is shown in Figure 2.9. Since the half-life of 40K is1, 277×109,
it can be a background source. It is known that there are two types of decay in 40K is, β
decay and electron capture(EC).

Next, the background of MPGD is reviewed. MPGD is used for rare event searches.
Therefore, the low background MPGD has been developed. A low background Micromegas
was developed for the TREX-DM and its radioactivity was evaluated[28][29]. TREX-DM
is a low-mass WIMPs search experiment using a gas TPC with a Micromegas. Table 2.1
summarizes the U/Th and 40K content of the MPGD used in the rare event search experi-
ments. The structure and measured sample of the microbulk Micromegas and the classical
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Micromegas are shown in Figure 2.10. These were used in the CAST experiment. Since
the microbulk Micromegas can provide large area at low cost by factory of manufactur-
ing method and the microbulk Micromegas is potentially very clean, as the microbulk
Micromegas is made from Kapton and copper, the microbulk Micromegas is used in rare
event search experiment. From Table 2.1, the measurement result of the microbulk Mi-
cromegas,CAST of U/Th and 40K. Since the original material of the sample part of the
microbulk Micromegas, CAST was very radiopure, it is considered that radio isotopes
were mixed from another layer(like epoxy) different from the sample part and chemical
processing of the etching process. More detailed analysis was performed on 40K, and it
was found that the adhesive contained a large amount of 238U and 40K(Table 2.2)[30].
From the above, in order to fabricate a low background detector, it is necessary to pay
attention not only to the material of the detector but also to processes and adhesives.

Table 2.1: 238U, 232Th and 40K measurement results using the HPGe detector. The
uncertainties listed are statistical errors.
Sample, Supplier 238U [µBq/cm2] 232Th [µBq/cm2] 40K Note

Classical Micromegas, CAST < 40.3 4.6± 1.6 < 46 [28]
Microbulk Micromegas, CAST 26± 14 < 9.3 57± 25 [28]
Microbulk Micromegas, CERN < 49 < 1.2 < 2.3 [29]
Kapton-copper foil < 10.8 < 4.6 < 7.7 [28]
Copper-kapton-copper foil < 10.8 < 4.6 < 7.7 [28]

Table 2.2: 238U, 232Th and 40K measurement results using the HPGe detector. The
uncertainties listed are statistical errors[30].

Sample 238U [µBq/kg] 232Th [µBq/kg] 40K Note

Stycast, Henkel (3.7± 1.4)× 103 44± 12 (0.32± 0.11)× 103 Previous adhesive
Epoxy Hysol, Henkel < 273 < 20 < 83 New adhesive

19



Po214

Pb210

22.3 y

2.457   10  y

At218

Pb206

stable

Bi210

Hg206

8.15 m

Tl206

(1.3  10 %)−4

(1.9  10 %)−6

4
7.538   10  y

3
1.600   10  y

Bi214

4.468    10  y  9

Tl

ThTh

Ra

Pb

3.10 m

Ac

90

89

88
Ra

Rn

Fr87

Rn86

At85

Po84

83Bi

82

Tl81

Po

Pb
β
0.67

U

80

U

91

92

238

U
234

Pa

Pa (0.16%)1.17 m
Pa

234

24.10 d 

6.75 h

5

Th230

226

222

3.824 d

218

1.5 s

164.3   s

214

26.8 m

5.013 d

4.199 m

(RaF)

(RaE)

(RaD)

α

α

γ 

α

α
7.687

6.003
α

β

β

α
5.490
(γ )

α

4.198
α

β

β

(99.2%)
β

β

0.196

(γ )

2.269

0.472

(γ )

(γ ) 4.775
α

(γ )
(γ )

4.687
(γ )

α  4.784
γ   0.186

(0.02%)

(99.98%)

(99.98%)

(0.02%)
(99+%)

(99+%)

0.73

6.694

β  1.07
   1.51
   3.27

(γ )

α  5.450
(γ )

β  0.0170

0.0465

β  1.16

7.687 5.304
(γ )

β  1.53

β,  γ

234

234

1.30 m

19.9 m

210

µ

Po210

138.4d

Hg

1.405   10  y10

Po212

Bi212

Pb208

216

Tl

220

Th

Ac228

Th232

Ra228

Th

Ra

Pb

5.75 y

6.15 h

0.145 s

228

1.912 y

Ac

90

89

88
Ra224

Rn
55.6 s

Fr87

Rn86

At85

Po84

83Bi

82

Tl81

Po

Pb212

10.64 h

60.55 m

(64.0%)

(36.0%)

208

3.053 m

stable

µ0.299   s

α
4.012

α

0.0844

α
5.685
(γ )

α
6.288
(γ )

α
6.779

β
0.335 α

6.051

0.727 α
8.785

(γ )

β 0.0392

β   1.16
1.73
2.07

5.423

γ

3.66 d 

0.574

β  1.80
    1.29
    1.52

γ
β  2.25

Figure 6.0.1: Decay chain of 232Th and 238U.

on the high energy background shown in Figure 6.0.3 as an ”independent input”. The high-

energy spectrum consist of a peak-like component and a continuous component. By comparing

the dependence of the measured track length on energy to that of calculated one by SRIM,

background events of the high energy are considered to be due to α particles as shown in

Figure 6.0.3. When the directional distribution is concentrated to the higher at ±z direction,

with a small fraction of isotropic component. The background sources of the high energy

events will be identified quantatively in Section 6.1, then the background identification in the

low energy range is going to be discussed in Section 6.2.

89

Figure 2.8: Decay chains of U series (left) and Th series (right)[31]. The whole chain
of the U series is divided into three by relatively long-lived isotopes of 226Ra and 210Pb.
They are defined as upper-stream, middle-stream and down-stream from the top of the
chain.
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Figure 2.9: The decay diagram of 40K[32].
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Underground Laboratory (depth 2500 m water equivalent) to avoid
cosmic radiation.

The pulses coming from the detector, with an operation voltage
of 3500 V, pass through an electronic chain composed by a
Canberra 2001 preamplifier, a linear amplifier Canberra 2020 and
an Analog to Digital Converter (ADC) Canberra 8075, that is
connected to a PC. The DAQ system of the detector provides infor-
mation about energy and time of each detected event to allow
reconstruction of the energy spectrum, and also to study their time
correlation and further remove artificial events, such as electric
noise. The detector has an intrinsic resolution (Full Width at Half
Maximum) of 2.20 keV at 122 keV and 2.70 keV at 1332 keV. To
determine the detection efficiency, measurements with calibrated
gamma sources (152Eu and 40K) at different positions have been
made; in addition, a GEANT4 simulation application has been
developed including specifically the detector set-up. The validity
of this application has been checked simulating all the calibrations
done with the gamma sources and comparing the corresponding
efficiency curves. The agreement between simulated and experi-
mental curves is higher than 95% in all the cases. A simulation
implementing the measured sample (specially geometry and com-
position) is carried out to determine the efficiency, considering a

5% error deduced from the preliminary tests. Using all the
described set-up, a background level of 0.5 c/10 keV/day has been
measured from 50 to 3000 keV, the most important contributions
being those from 214Bi, 214Pb and 40K decays as it can be seen in
Fig. 2b.

The samples measured and studied could be divided in two
groups. The first of them includes a full microbulk-Micromegas
readout plane formerly used in the CAST experiment (Fig. 3a).
The readout has a complex structure made of three kapton layers
(and the corresponding intermediate copper ones) glued together
in order to constitute the mesh, pillars, anode pixels and necessary
underlying strip layout. The scheme of the structure of the differ-
ent layers can be seen in Fig. 3a. The main components of this read-
out are copper, kapton (double copper clad polyamide laminate
Sheldahl G2300) and epoxy (Isola DE156) and it has to be noted
that the readout has been removed from its support, implying that
some additional traces of epoxy, used to glue the readout to its
support, could remain on it. The second sample of this group is part
of a classical Micromegas structure. Here, there is only the anode
layer of a readout that has been used in the first phase of the CAST
experiment, and there is no mesh in the readout (it has to be
noted that in this type of classical Micromegas, the mesh was

Fig. 2. (a) Picture of the set-up at the Canfranc Underground Laboratory, shows the Ge detector inside the open lead shielding. (b) Energy spectrum of a background
measurement taken during !1 month.

Fig. 3. Sketch of the two Micromegas from which the samples measured for this study were taken: (a) a microbulk detector and (b) a ‘‘classical” Micromegas structure. The
measured samples include only the components squared in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)

S. Cebrián et al. / Astroparticle Physics 34 (2011) 354–359 357

Figure 2.10: (a) is the structure of the microbulk Micromegas[28]. (b) is the structure of
the classical Micromegas. The measured samples include only the components squared in
red.
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3 Background study on NEWAGE

NEWAGE(NEw generation WIMP search with an Advanced Gaseous tracker Exper-
iment) is a direction sensitive dark matter experiment. As discussed in Section1.4.2,
direction sensitive method would provide a convincing evidence of the dark matter. The
NEWAGE detector uses a three-dimensional gaseous tracking detector “ µ-TPC ” read
by a two-dimensional imaging detector µ-PIC which is a variation of MPGDs.

NEWAGE has the world’s best sensitivity among the direction sensitive searches.
However, the sensitivity is not good enough to reach the region where the detection of
dark matter is indicated by DAMA and further sensitivity improvement is required. In
this section, the previous work of NEWAGE is explained, and the method for improving
the sensitivity to the DAMA region is discussed. Chapter 3.1, 3.2 and 3.3 are reviewing
Ref.[33] and Chapter3.4 reviews Ref.[34]. Chapter 3.5 describes an original work of this
thesis.

3.1 NEWAGE-0.3b’

In NEWAGE, a µ-TPC “ NEWAGE-0.3b’ ” comprising of a drift region of 41 cm, a
first-stage amplifier GEM of 32× 31 cm2 and a two-dimensional imaging detector µ-PIC
of 30.72×30.72 cm2 is used. NEWAGE-0.3b’was installed in the Kamioka Underground
labolatory in 2013[35]. The appearance of the detector system is shown in Figure 3.1, the
schematic view of the µ-TPC is shown in Figure 3.2, and the internal structure is shown
in Figure 3.3.

Figure 3.1: The photograph of whole system of the NEWAGE-0.3b’ in the Kamioka
underground laboratory[33]. In the figure, “ electronics ” shows the readout electronics,
“ μ-TPC ” is NEWAGE-0.3b’ , “ gas circulation system ” is a device to circulate for a
gas purification.
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10B$plate$(2x2cm2)
(05,012,0)$cm

Figure 3.2: The schematic drawings of the NEWAGE-0.3b’. The red, blue and green lines
are x, y, and z axes, respectively, and the center of the TPC is the origin (0, 0, 0).
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Figure 3.3: 30.72 × 30.72 cm2 two-dimensional imaging detector µ-PIC installed in
NEWAGE-0.3b’ and the first-stage amplifier GEM of 32 × 31 cm2(upper). The figure
below shows the electric-field forming cage and the glass plate on which 10B is vapor
deposited[33].

Figure 3.4 shows pictures and a schematic drawing of the µ-PIC. The detail of the
µ-PIC was stated in Chapter 2.2.3. The µ-PIC is a detector made by the printed circuit
board processing technology and is used for gas amplification and charge reading. The
printed circuit board processing technology is capable of making large detectors at a
reasonable cost, which is an advantage in fabricating detectors used for the dark matter
search requiring a large mass. Gas gain can be increased by supplying higher voltage to
the anode electrodes with a risk of discharges and it is important to operate at a safe
voltage in a dark matter run which requires a long-term stable measurement.
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Figure 3.4: The photograph of µ-PIC (left top) and the enlarged photograph by micro-
scope (right top). The left down figure shows the schematic view of a µ-PIC. The right
down figure shows the cross-sectional view of the µ-PIC structure[33].

A GEM manufactured by Scienergy Co. is used as a first-stage amplifier to help the
stable operations of the µ-PIC in low-pressure gas. A schematic view of the GEM is
shown in Figure 3.5. GEM has 5 µm-thick copper electrodes formed on the both sides of a
liquid crystal polymer (LCP) with a thickness of 100 µm. Holes with a diameter of 70 µm
are made with a pitch 140 µm. By applying a voltage difference to the copper electrodes
on both sides and creating a high electric field, the electrons are amplified by the gas
avalanche. In the NEWAGE-0.3b’, a GEM is installed at a distance of 5mm from the
µ-PIC.
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Figure 3.5: The schematic view of GEM.

CF4 gas is used in NEWAGE from the point that the electron diffusion is small and
the scattering cross section for the SD reaction of a fluorine is relatively large. In order
to detect the track of nuclear recoil events of the low energy, the pressure is set at 0.1
pressure (76 Torr).

3.1.1 Data acquisition system (DAQ)

The signal read by the µ-PIC is processed by a dedicated data acquisition system
(DAQ) shown in Figure 3.6. The charges from 756 anode electrodes and 756 cathode elec-
trodes are processed by ASD (Amplifier-Shaper-Discriminator) chips, and then recorded
as the “ charge information ” (analogSUM in Figure 3.6) and “ tracking information ”
(LVDS in Figure 3.6). For the “ charge information ”, waveforms obtained by summing
up the waveforms of 768 analog outputs of the cathode side ASD to 4 lines are recorded
using a 100MHz Flash ADC (FADC). The energy is know from the waveform.

There are so-called “ self trigger mode ” (self TRIG in Figure 3.6) and “ external
trigger mode” (ext TRIG in Figure 3.6) for the DAQ trigger mode. In the self-trigger
mode, 768 anode strips of µ-PIC are grouped into 16 channels and a trigger is issued
when a hit comes to any of them. In the self trigger mode, since the trigger information
corresponding to the actual event time in the µ-TPC can not be obtained, the information
in the Z direction is the relative length of the Z component. Absolute position information
in the Z direction can not be obtained in the self trigger mode. This mode is used for
most of the measurements including the dark matter run. Only the self-trigger mode was
used for the measurements discussed in this thesis.

The time-over-threshold (TOT) of corresponding strips are recorded the “ track infor-
mation ”. Here, the conceptual diagram of the TOT is shown in Figure 3.7. The TOT

26



is the duration time that the waveform exceeds the threshold. The length in the drift
direction per a clock can be calculated with the drift velocity (about 9 cm/µs) and the
system clock (10 ns). An event sample is shown in Figure 3.8. TOT has a correlation
with the energy deposit on each strip.

Figure 3.6: Data acquisition system (DAQ) of the NEWAGE-0.3b’ detector[33].
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channels and any one of their hits is used as the trigger. In this trigger mode, the absolute
z position is not measured, but only the relative position is measured. The self-trigger
mode is used otherwise mentioned in this thesis. The other is “external-trigger mode”,
for a measurement using a 252Cf source. The signal of a prompt gamma ray or a neutron
from 252Cf detected by a plastic scintillator set nearby the source is used as a trigger. In
this mode, the absolute z position of the tracks are measured. The drift velocity and the
angular resolutions are measured with the external-trigger mode. Two types of DAQ-
mode for “track” data with a different measured parameters as listed in Table 4.2 were
used for this work. DAQ-mode5 records the addresses and time-over-threshold (TOT)
of all strips with a hit in each event. The TOT is the time between rising and falling
edges crossing the threshold, which roughly corresponds to the deposited energy on the
individual strips. as shown in Figure 4.7.

Table 4.2: The list of the DAQ mode.

DAQ-mode mode1 mode5

x-y online-coincidence required not required
strip address to record at each clock Xmin, Xmax, Ymin, Ymax all

time over threshold (TOT) not take take

clock

vo
lta

ge

threshold

Time-Over-Threshold
(TOT)

rising edge falling edge

Figure 4.7: The schematic image of time-over-threshold (TOT). Blue line shows the waveform
of a strip.

DAQ-mode5 with self-trigger mode is used for the dark matter measurements and
calibrations unless otherwise mentioned. DAQ-mode1 records the data reduced in size
by taking x-y coincidence and limiting the number of output addressed for the “track”
information. The dead time of DAQ-mode1 was thus shorter than that of DAQ-mode5
and DAQ-mode1 is used for the external-trigger mode. For “charge” information, analog
signal of 768 cathodes are amplified and grouped down to 8 channels, then these wave-
forms are recorded by a 100 MHz FADC. Half of the channels (4 channels) is used for low

51

Figure 3.7: The schematic image of time-over-threshold (TOT)[36]. The blue line shows
the waveform of a strip.

PTEP 2015, 043F01 K. Nakamura et al.
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Fig. 2. Example of “raw track data” of an alpha particle. The measured energy was 600 keV. The points shown
are of recorded digital hits in the clock anode (z–x) and clock cathode (z–y) strips. Upper figures show real
data obtained with DAQ-mode5; lower figures show the emulated DAQ-mode1 data for the same event. In the
upper figures, vertical length indicates the TOT of each strip.

Table 1. Difference between DAQ modes 1 and 5.

DAQ mode mode1 mode5

x–y coincidence take not take
strip address to record at each clock Xmin, Xmax, Ymin, Ymax all
Time over threshold (TOT) not take take

detector NEWAGE-0.3a NEWAGE-0.3b’

the background radon. Both 220Rn and 222Rn and their progenies make a peak at ∼6 MeV but have
a difference of about 10%. Since the detector is not able to measure the ratio of these two types of
radon, we regarded the linearity of 6 MeV as 10%.

The energy resolution consists of two factors: non-uniformity of the detector response (σuni) and
electronic noise (σnoise). The former is sourced from the positional dependence of the gas gain and
the disappearance of electrons drifting in the gas volume. This factor is energy independent and was
evaluated from the width of the radon peak as σuni = 20% ± 5%. The latter was evaluated from the
flash ADC data. Given that the off-timing waveforms and on-timing data are processed in the same
manner, the electronic noise was evaluated as σnoise = 2 keV in 50 keV.

2.3. Event selection
To reduce the background, several event selections are applied. During the dark matter analy-
sis, a fiducial cutting volume of 28 × 24 × 41 cm3 was selected from the detection volume of
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Figure 3.8: An α-ray event sample[35]. The left figure shows a track information in the
(z-x) plane and the right figure shows that in the (z-y) plane. The allow in the figure
indicates TOT of a strip.

3.1.2 Event selection

Several stages of event selections are applied to the data to discriminate various back-
ground events from nuclear recoil events. A fiducial volume of 28× 24× 41 cm3 is defined
in the detection volume of 30.72 × 30.72 × 41 cm3. This is to remove the electrons and
nuclear tracks from the field-cage walls. The energy cut is introduced to select the low
energy region near the threshold(50 keV). The threshold is determined by the energy that
can acquire sufficient track-length of the nuclear recoil event.

Three kinds of cuts to mainly remove the γ-ray backgrounds are applied. The cut
parameters are ”track-length”, ”TOT-sum” and ”roundness”. These three types of cuts
are based on the fact that the energy deposition per a unit length of electrons is smaller
than that of the nucleus. Figure 3.9 shows an example of a nuclear recoil event using a
252Cf source that survived three cuts, Figure 3.10 shows an example of an event of electric
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recoil removed by the track-length cut, Figure 3.11 shows an example of an electric recoil
event removed by the TOT-sum cut and Figure 3.12 shows an example of an electric
recoil removed by the roundness-cut. We used a 252Cf source for the generation of nuclear
and electric recoil events and a 137Cs source for the generation of purely electric recoil
events. The track-length means the detected track length. Electric recoil events can be
discriminated because they are longer than the nucleus recoil events. TOT-sum is the sum
of TOT of hit strips. TOT has correlation with energy deposit, and the TOT increases
as the energy deposition. Roundness is defined as Eq.3.1.

roundnessx =

Nx∑
(zrisex − axx− bx)

2

Nx

, roundnessy =

Ny∑
(zrisey − ayy − by)

2

Ny

,

roundness = min(roundnessx, roundnessy), (3.1)

where, Nx and Ny are the number of hits on the x and y strips, zrisex and zrisey are the
samallest-z corresponding the blue points shown in Figure 3.9, 3.10, 3.11, 3.12, (ax,bx)
and (ay,by) are the best fit values in the linear fit for (x, zrisex) and (y, zrisey), respectively.
Nuclear recoil events have larger roundness than the electronic recoil events do. The
electric recoil events are discriminated by these selections.

The cut parameters for selecting the nuclear recoil events are summarized below[33].

• Fiducial-cut : -14 [cm] < X < 14[cm], -10 [cm] < Y < 14[cm]

• Energy-cut : 50 [keV] < Energy < 400[keV]

• length-cut : track-length[cm] < 0.6 + 0.004× E[keV]
The long track events are removed (example : Figure 3.10[33]).

• TOT-sum-cut : TOT-sum> 100
Small ToT-sum small events are removed (example : Figure 3.11[33])

• roundness-cut : roundness > 0.05
The event that the rise point of z are close to a straight lines are removed (example
: Figure 3.12[33]).
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Figure 3.9: An event example that survived three cuts in 252Cf source run[33].
The left figure shows the x− z plane, the right figure shows the y− z plane. Blue
point and black point represent the rising and the falling points, respectively.
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Figure 3.10: Track sample measured with a 137Cs source, cut by the length-
cut[33].
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Figure 3.11: Track sample measured with a 137Cs source, cut by the TOT-sum
cut[33].
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Figure 3.12: Track sample measured with a 137Cs source, cut by the roundness-
cut[33].

It is difficult to measure the absolute coordinate in the z direction for the events taken
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with the self trigger mode in dark matter search. However, it is known that roundness
which is one of γ-ray cut parameters is related to the absolute coordinate in z. Figure 3.13
shows the roundness dependence on the drift distance measured with the external trigger
mode. The roundness has a weak correlation with the drift distance(z in Figure 3.13).
However, the quantitative evaluation of the cut efficiency with respect to the drift distance
is not known. In this thesis, the roundness cut was not applied the background study
since the background around the µ-PIC needs to be studied.PTEP 2015, 043F01 K. Nakamura et al.
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Fig. 10. Measured roundness as a function of the drift length.

The nuclear events shown in Fig. 3 survived all three of these cuts. These cuts effectively reduce the
events of a 137Cs run without unduly compromising the efficiency1 of nuclear track detection (see
Figs. 7–9).

In addition, to study the effect of the roundness cut, we irradiated the detector with neutrons from
a 252Cf source, and measured the roundness of nuclear events as a function of the drift length. In this
measurement, prompt gamma-rays from 252Cf were used as the trigger so as to enable the detection
of the absolute z-position of each event. The relation between roundness and drift length is plotted
in Fig. 10. The roundness cut is observed to operate as a kind of “z-fiducial cut.”

2.4. Performance
Here we discuss the nuclear detection efficiency, electron detection efficiency (or gamma-ray
rejection power), direction-dependent efficiency, and the angular resolution.

When measuring the detection efficiency of the nuclear events and the rejection power of the
gamma-ray events, we imposed the three cuts introduced in Sect. 2.3. The measured detection effi-
ciency of the nuclear recoil events is shown in Fig. 11. The efficiency is evaluated by dividing the
measured energy spectrum after the three cuts explained in Sect. 2.3 by the simulated energy spec-
trum. The denominator is the simulated energy spectrum of nuclear recoils by the neutrons wiithout
the detector response. Thus the estimated efficiency includes the detection and cut efficiency. To can-
cel the positional dependence, the spectrum was measured at six positions of 252Cf and averaged.
The source positions were (25.5, 0, 0), (−25.5, 0, 0), (0, 25.5, 0), (0, −25.5, 0), (0, 0, 47.5), and
(0, 0, −47.5). Some bins in Fig. 11 have error bars exceeding 1, because the statistical errors are
large in the high-energy region due to the low event rate. We limited the fit parameters so that the
efficiency curve shown by the blue line in Fig. 11 does not exceed one, which is a physical require-
ment. We used this efficiency curve in the following analysis. The detection and cut efficiency is 40%
at the 50 keV threshold.

The thresholds of digital signals and cut efficiency decrease the detection efficiency in the low-
energy range.

1 The efficiency measurement is described in the following subsections.
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Figure 3.13: The relation between measured roundness and drift distance[35]。

3.2 Preceding dark matter search with NEWAGE-0.3b’

The dark matter search with the NEWAGE-0.3b’ was conducted at the Kamioka Un-
derground laboratory in 2013. The measurement details are summarized in Table 3.1.
Figure 3.14 shows the results. The red line shows the result using the direction sensi-
tive method, and the blue dotted line shows the conventional method using the energy
spectrum only. The thin red line is the measurement results with NEWAGE-0.3a which
is a preceding detector (“ NEWAGE surface run ” in Figure 3.14), and the result in
Kamioka(“ NEWAGE2010(RUN5) ” in Figure 3.14). The measurement in 2013 marked
the best direction-sensitive limits[33](“ THIS WORK(RUN14) ” in Figure 3.14), while
the limit was far worse and does not reach the region where the presence of dark matter
is suggested(“ DAMA allowed ” in Figure 3.14) and a further sensitivity improvement
was required. The sensitivity of RUN14 was limited by the background events, not the
statistics. Understanding and reducing of the background was necessary. The aim of this
study is to improve the sensitivity to the DAMA region as a consequence of understanding
and reducing the background.
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RUN ID gas filling period live time mass exposure
RUN14-1 2013/07/17 2013/7/20− 8/11 17.1 days 10.36 g 0.177 kg · days
RUN14-2 2013/10/17 2013/10/19− 11/12 14.5 days 10.36 g 0.150 kg · days
RUN14 31.6 days 0.327 kg · days

Table 3.1: Conditions of underground measurement RUN14.
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Figure 3.14: Search results of dark matter so far in NEWAGE[35](NEWAGE surface
run, NEWAGE 2010, This work(RUN14)). The horizontal axis shows the mass of WIMP,
and the vertical axis shows the scattering cross section in the SD reaction of protons and
WIMP. THIS WORK(RUN14) is the limit obtained by the measurement in 2013.

3.3 Background study : possible sources

Understanding and reducing the background was necessary to improve the sensitivity.
This subsection discusses the background understanding. Possible background candidates
are illustrated in Figure 3.15. A is an ambient radiation event. B and B’ are the α-
ray events from the radon in the gas region. C and C’ are U/Th(the uranium-238 and
thorium-232) chain α-ray events in the µ-PIC components. “ ’ ” means the events whose
energy depositions are not amplified by the GEM. A region where energy depositions are
not amplified by the GEM is defined as a gap region(“gap” in Figure 3.15) and a region
where energy depositions are amplified by the GEM is defined as a TPC region(“TPC”
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in Figure 3.15).
The ambient radiation includes the ambient γ-rays and the ambient neutron radia-

tions. The ambient radiation was quantitatively understood by previous studies[33]. The
background energy spectrum due to the ambient γ-rays from U/Th and 40K in the rock
was estimated taking account of the γ-ray rejection efficiency. The background energy
spectrum due to the ambient neutron was evaluated. Their expected energy spectra
are shown in Figure 3.16. For the 50 - 60 keV bin, the energy spectra predicted from
the ambient radiation(“ Environment gamma-rays ” and “ Environment neutrons ” in
Figure 3.15) are more than one orders of magnitude smaller than the measured energy
spectrum(“ RUN-14 (with all cuts) ” in Figure 3.15). Therefore, it was understood that
the ambient radiations were not the main background source.

α-ray backgrounds from the radon(220Rn and 222Rn) were investigated. α-rays from
the radon usually have kinetic energies of several MeV, but they can be low energy
background events if they hit the detector material before depositing all the energy they
have. The radon concentration in the detector gas was know from the 6 MeV peak
study[33]. The results can be interpreted with 14.0 [mBq/m3] of 220Rn or 9.3 [mBq/m3]
of 222Rn. The energy spectra by α-rays from the radon predicted by the simulation are
shown in Figure 3.17. For the 50 - 60 keV bin, the energy spectra from the radon(“ 220Rn
in gas 14.0 [mBq/m3] ” and “ 222Rn in gas 9.3 [mBq/m3] ” in Figure 3.17) are more than
three orders of magnitude smaller than the measured energy spectrum(“RUN-14(without
roundness-cut)” in Figure 3.17). Therefore, it was understood that they are not the main
background sources.

Previous studies suggested that α-rays in the detector component from U/Th was the
main background. In this study, the U/Th content in the detector was measured and
their effects were quantitatively discussed.
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The contribution of the environmental neutrons and gamma-rays are summarized in Fig-

ure 6.2.7.
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Figure 6.2.7: Energy spectrum of the measurement and estimated environmental backgrounds. Gray
line shows the measured spectrum with all cuts. Black line shows the measured spectrum with all but
the roundness-cut. Red line shows the estimated spectrum by environmental gamma-rays. Blue line
shows the estimated spectrum by environmental neutrons.
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Figure 3.16: The energy spectra of RUN-14 and the estimated ambient backgrounds[33].
The gray cross is NEWAGE2015(RUN14) with the all cuts. The black cross is
NEWAGE2015(RUN14) without the roundness cut. The red line shows an expected
energy spectrum by the ambient γ-ray. The blue line shows an expected energy spectrum
by the ambient neutron.
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Figure 6.2.9: Estimated energy spectra of background from 220Rn (left) and 222Rn (right) in the gap
volume. We assumed a typical gain of GEM.

the same way as the high-energy continuous background in Section 6.1.2. The contamination of

U/Th-chain in substrate is evaluated by high energy background study in Table 6.1.2 We eval-

uated the low-energy background due to the substrate in Figure 6.2.10, which explains the flat

components of measured spectrum around 100− 400 keV energy range. Here, α particles from

substrate would be removed by the roundness-cut, and almost all measured events remained

before roundness-cut were rejected by roundness-cut in the energy range of 100−400 keV (Fig-

ure 5.1.3 and Figure 5.1.4). This fact supports that the measured background is due to the

substrate of the µ-PIC.

Finally, the background from the substrate of the µ-PIC in the gap region (C’) was studied.

This simulation was performed in the similar way as the high-energy continuous background

study in Section 6.1.2, except the selected events are not through the GEM hole but stopped

in the GEM. These gap events do not undergo the gas amplification by the GEM, and the

GEM gain was not known precisely. Therefore, several simulations were performed within the

GEM gain uncertainty of 4 to 7. From the evaluated contamination values in Table 6.1.2, the

low-energy background due to the gap events from the substrate was estimated and the results

are shown in Figure 6.2.11, which successfully explains the rising of the background near the

threshold.

In addition, we simulated the | cos θcygnus| distribution assuming the background from the

substrate of the µ-PIC depositing the energy in the gap region (C’) as shown in Figure 6.2.12.

Compared to the measured | cos θcygnus| distribution, similar structure is seen in simulated one.

This result is a cross check of the existence of background source in the substrate of µ-PIC.
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6.2.2 Internal background

From the high energy background studies described in Section 6.1, we found that some

amount of the radon in the gas and U/Th-chain in the substrate of the µ-PIC are main back-

ground sources. In this section, we explain the possibility of the contribution of the radon and

the substrate to the background in the energy range of 50− 400 keV.

α particles from the radon in the gas makes low energy background when they deposit the

partial energy by stopping at GEM or drift plane (B in Figure 6.2.1). We simulated this effect

Amount of radon in the gas is evaluated in the high energy background study in Table 6.1.1.

The energy spectra of the low background from these two types of radons, 220Rn and 222Rn, are

shown in Figure 6.2.8. Althhough half of radon events which stop in the GEM will be rejected

by the roundness-cut, another half which stop in the drift plane remains, and the estimated

spectra was in the same order to the measured one in the energy range of 100− 400 keV.
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Figure 6.2.8: Estimated energy spectra of background from 220Rn (left) and 222Rn (right) in the detection
volume. Gray line shows the measured spectrum in RUN14 with all cuts. Black line shows the measured
spectrum in RUN14 with all but the roundness-cut.

Next, the contribution of the radon in the gap region (B’) was studied. These gap events do

not undergo the gas amplification by the GEM. By using the amount of radon in Table 6.1.1,

energy spectra of background from the two types of radons, 220Rn and 222Rn, are estimated

as shown in Figure 6.2.9. Because the gap volume is 1/100 times smaller than the detection

volume, background of radon in the gap region was negligible.

As described in Section 6.1.2, the substrate in the µ-PIC contains U/Th-chain background

source (C and C’), and we simulated the low energy contribution of the α particles in the detec-

tion volume from substrate by using Geant4 simulation (C). This simulation was performed in
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Figure 3.17: The energy spectra of the α-ray events from radon(220Rn and 222Rn)[33].
The black cross is NEWAGE2015(RUN14) without roundness cut. The gray cross is
NEWAGE2015(RUN14) with all cuts. The estimated energy spectra of the α-ray back-
grounds from 220Rn (left) and 222Rn (right) in the detection volume. The upper figure
shows the α-ray events whose energy depositions are amplified by the GEM, and the lower
figure shows the α-ray events whose energy depositions are not amplified by the GEM.

3.4 Background study : The measurement of the radioactive
contaminations

This chapter reviews Ref[34] which is the author’s master thesis. In this section, the
α-ray background events from the U/Th contamination of the detector components are
discussed. Therefore, U/Th contaminations of each component of the NEWAGE-0.3b’
detector were measured. α-rays in the U/Th chains can be one of the main backgrounds
since they are nuclear tracks and hard to be rejected by the event selections. It is im-
portant to know the distribution of U/Th in the detector is in order to understand and
reduce the background and improve the sensitivity.

3.4.1 High Purity Germanium(HPGe) detector

HPGe (High Purity Germanium) detector which is one of the γ ray detectors was
used to measurement of U/Th contaminations. The HPGe detector is a semiconductor
detector using a high purity Ge crystals. The HPGe detector has a high energy resolution
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and they are suitable for a precise measurement of the U/Th contamination.
Figure 3.18 shows the layout of the HPGe detector used in this study. It was located

on the 1st basement of the University of Tokyo Hongo Campus Faculty of Science No.1
Building. The Ge crystal had a diameter of 57.1mm, a length of 54.6mm, a volume
of 134 cm3. The energy resolution was about 2 keV full-width at the half maximum
(FWHM). In order to shield γ rays and β rays from the outside, 15 cm of lead and
7.5 cm of oxygen free copper are used as a shield. In order to reduce the noise generated
by thermal excitation of electrons, the Ge crystal is cooled to 77K by liquid nitrogen. A
cold finger is used so as not to lose the shielding effect of the radiation.

Figure 3.18: The layout of the HPGe detector. “ Lead ” and “ OFHC copper ” are used
as outer and inner shields for shielding against the external γ-rays and β-rays.

3.4.2 Sample measurement

Figure 3.19 shows the µ-PIC structural diagram and the measured sample. µ-PIC
has a base structure made of a polyimide (PI) with a thickness of 800 µm (“ B ” part in
the µ-PIC sectional view in Figure 3.19) sandwiched by two layers of PI with a thickness
of 100 µm (“ A ” parts in the µ-PIC cross section in Figure 3.19). Each part of the µ-
PIC, namely 800 µm part, 100 µm part, and plating solution for electrode formation, the
glass cloth used as a reinforcing material in the PI 100 µm part and PI 800 µm part were
measured with the HPGe detector. The whole piece of the µ-PIC was also measured. PI
containing glass cloth, will be expressed as PI(w/GC) in the following discussions. The
glass cloth sheet of the reinforcing material was taken out from the PI(w/GC)100 µm part
by dissolving the polyimide using NaOH and KOH solutions. The glass cloth sheet was
also measured. The thickness of glass cloth sheets taken out from the PI(w/GC)100 µm
part were measured with a micrometer. The thickness t of the glass fiber was 87± 6 µm
where the error is the standard deviation of the thickness of the twelve sheets. The
PI(w/GC) of the 800 µm part could not be dissolved. Although it was impossible to know
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the details of PI(w/GC) 800 µm part, it was confirmed that several sheets of glass cloth
were used in one layer of PI(w/GC) 800 µm. The GEM, placed directly above µ-PIC in
the NEWAGE-0.3b’ detector, was also measured because it becomes a serious background
source even with a small amount of radioactive impurities. Table 3.2 shows the geometry,
mass, and measurement period and efficiencies of the HPGe detector for the measurement
samples.

PI(w/GC)100μm
PI(w/GC)800μm
PI(w/GC)100μm
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Figure 3.19: The µ-PIC structure diagram and measured samples.

Table 3.2: The details of measurement sample and γ-ray detection efficiencies for the each
energies of interests.

measurement sample efficiency [%]
Sample Period[day] Mass[g] Geometory[cm3] 93 keV 583 keV 609 keV
µ-PIC 12.85 169.5 5× 5× 2.47 13.8 4.50 4.36
PI(w/GC) 800 µmpart 8.67 134 5× 5× 2.88 8.51 2.94 2.82
PI(w/GC) 100 µmpart 6.75 35 5× 5× 0.98 13.8 4.50 4.36
Plating solution1 5.92 72 ϕ5× 3.3 6.98 3.03 2.90
Glass cloth 22.67 15 5× 5× 0.76 14.0 4.51 4.50
GEM 6.17 27 5× 5× 0.40 14.2 5.31 4.97

3.4.3 Data analysis

γ-rays emitted from radioactive impurities contained in the sample were detected
with the HPGe detector. The isotope species were identified by their energy and their
amounts were known from the count rate, detection efficiencies and branching ratios.
Figure 3.20 shows the energy spectrum obtained for the µ-PIC with an HPGe detector.
The blue line shows the spectrum measured with the sample and the red line shows the

1The aqueous solution of copper sulfate
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background spectrum measured without the sample. Several peaks from the U/Th series
were observed. Peaks for the analysis of U/Th components were selected based on the
condition that there was no peak from other nuclides nearby and the condition that the
decay branching ratio was large so that the peaks are clearly obtainable. In this study,
radioactivities of the upstream of the U series, the middle of the U series, and the Th series
are obtained from the peak of 93 keV from the 234Th decay, the peak of 609 keV from
the decay of the 214Bi and the peak of 583 keV from the decay of the 208Tl, respectively.
Table 3.3 summarizes the details of the isotopes of interest. Bi is the decay branching
ratio. As mentioned in the section 2.3, there is a possibility that the radiative equilibrium
is not established in the U series. The radiative equilibrium was checked for the U series
by comparing the upstream and the middle-stream results.

Table 3.3: Nuclide used in U/Th content measurement
Nuclide series γ-ray energy [keV] Bi [%]
234Th U upper stream 93 5.4
214Bi U middle stream 609 46.1
208Tl Th 583 84.5
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Figure 3.20: Energy spectra for the µ-PIC and background obtained with the HPGe
detector.

The background is subtracted from the measurement data of the sample to obtain
the net spectrum. An example of the net spectrum is shown in Figure 3.21. The net
peak is then fitted with a Gaussian distribution and the peak count rate S [counts/sec]
was obtained from the area. Here, in order to eliminate continuous components due to
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Compton scattering of the higher energy γ-rays, the peak was fitted with Eq.3.2 which
takes account of the constant term.

f(x) = a exp

{
−(x− b)2

2σ2

}
+ d, (3.2)

where, a and d were treated as free parameters. b and σ were fixed with the corre-
sponding energies and the energy resolution of 1 keV, respectively. Here, the count rate
S [counts/sec] is given by

S =
√
2πaσ. (3.3)

Next, the radioactivities of the isotopes were determined. When a certain isotope(=i)
gives a peak, the radioactivity Ri [counts/sec](= [Bq]) is known as follows.

Ri =
S

Bi × εi
, (3.4)

where, Bi is the decay branching ratio which gives the corresponding peak, and εi is
the γ-ray detection efficiency by the HPGe detector. The decay branching ratios of the
peak used for determining the content are as shown in Table 3.3. The detection efficiency
depends on the materials and the geometries of the samples. The detection efficiencies
were obtained using Monte Carlo simulation, Geant4. Geant4 is a C ++ based software
tool kit that simulates the reaction between radiation and matter. Table 3.2 summarizes
the γ-ray detection efficiency for each energy in the measurement sample. The lower the
γ-ray energy, the higher the reaction rate in the Ge crystal and the higher the detection
efficiency. In addition, it was found that gamma rays are likely to rearch Ge crystals and
the detection efficiency is higher when the measurement sample is smaller.

Finally, U/Th contaminations X [g/g] were calculated. When a radiation equilibrium
is established, R can be regarded as radioactivity of the parents of the U/Th series, and
U/Th content X [g/g] can be obtained as follows

X =
1

Ms

A

NA

N0, (3.5)

N0 =
R

λ
, (3.6)

λ =
ln 2

T1/2

, (3.7)

whereMs is the mass of the sample, A is the atomic number, NA is Avogadro’s number,
N0 is the number of atoms, λ is the decay constant, and T1/2 is the half-life of the parent
of the decay series.
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histo_bgFigure 3.21: An examples of an peak of the net spectrum. The peak was fitted with a
Gaussian distribution. The error shows the statistical error.

The background may be larger than the signal of the sample due to the statistical
fluctuation. In this case, an upper limit value based on the Bayesian principle was given.
The Bayesian principle introduces the prior probability and reflects it on the posterior
probability. The prior probability P (µ) for the expectation value µ of the expected count
rate was defined as Eq.3.8

P (µ) =

{
0 : µ < 0
1 : µ ≥ 0

(3.8)

This means that when µ ≥ 0, it has physical meaning, and when µ < 0, it means that
there is no physical meaning. Figure 3.22 shows a case where the background count was
subtracted from the sample and the peak count rate became negative. An upper limit
value giving a confidence level of 90% in the positive range was calculated in these cases.
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Figure 3.22: An example where the background was larger than the signal of the sample.
The error shows statistical error. The blue line was the upper limit obtained by the
Bayesian based on the fit result.

3.4.4 Result of U/Th contamination measurement

The measurement results of 238U and 232Th contaminations by the HPGe detector
are shown in Table 3.4. From the measurement, it was found that the whole µ-PIC and
related materials of PI(w/GC)800µm part, PI(w/GC)100 µm part and the glass cloth
were known to contain non-zero amounts of 238U and 232Th. It was found that the plating
solution (aqueous solution of copper sulfate) and GEM was 5% or less of the µ-PIC
radiation level. Since these may become background sources in the future, they need to
be measured with more sensitive HPGe. The glass cloth is used as a reinforcing material
of PI. One sheet of glass cloth was used for one PI(w/GC)100 µm part. Here, in order to
consider the radioactivity in the PI(w/GC)100 µm part, Table 3.5 shows the radioactivity
per unit area for the PI(w/GC)100 µm part and one glass sheet each. The U/Th contents
of the glass cloth were found to be smaller than the PI(w/GC)100 µm part by about 10%.
This result suggested that either U/Th were washed out during the taking-out the glass
cloth from the PI(w/GC)100 µm part or U/Th were aloso contaminated in the polyimide
part. The amount of U/Th contaminations in the PI(w/GC)100µm part was considered
to be explained by the glass cloth sheet. In the the discussion in the following sections,
it is done using the value of PI(w/GC)100 µm part.
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Table 3.4: The U/Th contaminations. The error takes into account only the statistical
error.

Sample 238Umiddle stream [10−6 g/g] 238Uupper stream [10−6 g/g] 232Th [10−6 g/g]

µ-PIC 1.17± 0.01 1.14± 0.01 5.84± 0.03
PI(w/GC)800 µmpart 0.78± 0.01 0.76± 0.01 3.42± 0.03
PI(w/GC)100 µmpart 0.39± 0.01 0.38± 0.01 1.81± 0.04
Plating solution1 < 0.01 < 0.13 < 0.06
Glass cloth 0.84± 0.03 0.91± 0.02 3.48± 0.12
GEM < 0.02 < 0.17 < 0.12

Table 3.5: The U/Th contaminations per one sheet. The error takes account of only the
statistical error.

Sample 238Umiddle-stream [µBq/cm2] 238Uupper-stream [µBq/cm2] 232Th [µBq/cm2]

PI(w/GC)100 µmpart 68.5± 1.5 66.4± 2.5 102.1± 2.3
glass cloth 64.5± 0.8 71.3± 1.4 86.8± 1.1

3.5 Background understanding

It was found that a large amount of U/Th was contained in the glass cloth used for
the reinforcement of the PI. In this section, based on the measurement results obtained
in Section 3.4.4, α-rays’ backgrounds are studied quantitatively by the simulation and are
compared with the measured data.

3.5.1 Simulation

α-rays from the decay of the U/Th series in the PI lose some of their initial energies
in the PI before reaching the gas volume. It is thus important to estimate the energies of
the α-rays coming out of the PI. Figure 3.23 shows the calculation result of α-ray range
in the PI as a function of the initial energy by SRIM (Stopping and Range of Ions in
Matter)[37]. SRIM is a simulation software that calculates the range and energy deposit
of ions as they pass through matters by a semi-empirical formula based on experimental
values. Therefore, it can be judged that α-ray of 10 MeV does not pass through the PI of
90 µm or more. The maximum energy of α-rays from the U/Th series is 8.785MeV. From
this, it can be judged that α-rays in the PI(w/GC)800 µm part and the PI(w/GC)100 µm
part on the far side from the detection volume need not to be considered as the background
sources.
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Figure 6.1.14: The calculated range of alpha particles in polyimide by SRIM. The highest energy of
alpha particle of U-chain and Th-chain is 8.785MeV, and the thickness of the insulator (polyimide) is
100µm. Thus, the alpha particles from the back side of the insulator (polyimide) do not come into to
the detectable reagion.
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Figure 3.23: The simulation results by SRIM[33]. α-ray from U/Th series in PI has a
kinetic energy of less than 8.785 MeV.

The simulation on the α-ray background was performed using Geant4[38]. The geome-
try of the detector in the simulation is shown Figure 3.24. The geometry of the PI(w/CG)
100 µm part was updated from Ref [34]. α-rays from U/Th series were generated from the
orange mesh region of the PI(w/GC)100 µm part. For detailed understanding, the thick-
ness of the glass sheet was measured using a micrometer. Measured thicknesses of the
PI(w/CG) 100 µm part and the glass sheet were 90µm and 87 ± 6 µm, respectively. The
error is the standard deviation. 90 µm was used for the thickness of the PI(w/CG)100 µm
part. The thickness of the glass sheet t was assumed to be 81 µm < t < 90 µm with the
PI(w/CG)100 µm thickness as the maximum. The α-ray events were classified into two
types, those whose charges were amplified by GEM were defined as “ TPC events ” (C
in Figure 3.24), and those whose charges were not amplified by the GEM was defined as
“ gap event ” (C’ in Figure 3.24). Since the gap events were not amplified by GEM, the
charge detected by µ-PIC was smaller than the TPC event by a factor of GEM gain.
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Figure 3.24: The geometry of the detector in the Geant4 simulation.

3.5.2 Simulation result

The simulation results are shown in Figure 3.25, Figure 3.26 and Figure 3.27. The
black cross represents the measurement result in NEWAGE2015(RUN14) without the
roundness cut. The red, green, and blue represent the results with different parameters.
The gas gain of GEM(≡ GGEM) was assumed to be 7 < GGEM < 13. Under the dark
matter search condition, the gas gain of GEM and µ-PIC were not measured independently
but only the combined total gain was measured. The gas gain of the GEM estimated from
total gain and µ-PIC gain dependence of the anode voltage was about 10. The error for
the GEM gain was estimated from the position dependence of the µ-PIC. The energy
resolution was taken into account for the simulation. The energy resolution is sum of
σuni = 20% and σnoise = 2 keV[12]. Here σuni is the energy resolution estimated from the
width of the radon peak and σnoise is the energy resolution due to the electric noise. Since
the energy depositions of the gap events have not × 10 amplificated by the GEM, their
energy depositions were interpreted × 1/10 because the energies were defined for the TPC
events. These gap events concentrated on the low energy side as shown in Figure 3.26
and Figure 3.27. Here, energy ranges of 50 - 150 keV and 150 - 400 keV were defined as
“ gap region ” and “ TPC region ”, respectively.

The change in the energy spectrum of the TPC events due to the uncertainly of the
thickness of the glass cloth is shown in Figure 3.25. The uncertainly of the glass cloth
thickness t was 81 µm < t < 90 µm. The average in the 150 keV−400 keV energy range of
RUN14 is 2.46 [counts/keV/kg/day]. The average in the 150 keV− 400 keV energy range
of 81 µm, 87 µm and 90 µm were 2.50, 2.50 and 3.16 [counts/keV/kg/day], respectively.
The count rate of 1.02 (+0.26－ 0.00) [counts/keV/kg/day] in the 150 keV − 400 keV
energy range of RUN14 was over-explained. Here,the positive error represents that the
thickness of the glass cloth is 90 µm and the negative error represents that the thickness
of the glass cloth is 81 µm and 87 µm.

The changes in the energy spectrum of the gap events due to the uncertainly of t are
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shown in Figure 3.26. The rising component of the energy region of 50 keV − 150 keV
is explained within the range of the uncertainly of the thickness of the glass cloth. The
changes in the energy spectrum of the gap events due to the uncertainly of GEM gain are
shown in Figure 3.27. The higher the assumed GEM gain was, the more the gap events
were squeezed into the lower energy side. From Figure 3.26 and Figure 3.27, gap events
from the U/Th series contained in the glass cloth in the PI(w/GC)100 µm part were found
to explain the background near the threshold. This was the energy region limiting the
detection sensitivity.

Since the background source limiting the detection sensitivity was in the PI(w/GC)100 µm
part, it is important to understand the surface α-ray rate from the PI(w/GC)100 µm part.
The surface α-ray rate was estimated using the measurement result of HPGe(Table 3.5).
238U releases 8 α in its series decay. The α-ray rate from 238U RU[α/cm

2/h] is calculated
as follows

RU[α/cm
2/h] = (68.5± 1.5)[µBq/cm2]× 60× 60[sec/h]× 8α

= (1.97± 0.04)[α/cm2/h] (3.9)

232Th releases 6 α in its series decay. The α-ray rate from 232Th RTh[α/cm
2/h] is

calculated as follows

RTh[α/cm
2/h] = (102.1± 1.5)[µBq/cm2]× 60× 60[sec/h]× 6α

= (2.21± 0.05)[α/cm2/h] (3.10)

The fractions of α-rays reaching the sensitive region were obtained from the simulation,
4.03+0.25

−0.47 % for 238U and 5.19+0.28
−0.55 % for 232Th. The error is the systematic error due to

the glass cloth thickness. Considering this fraction, the surface α-ray rate expected from
the standard µ-PIC is as follows

RHPGe[α/cm
2/h] = {(1.97± 0.04)× (4.03+0.25

−0.47)% + (2.21± 0.05)× (5.19+0.28
−0.55)%}[α/cm2/h]

= (1.93± 0.07)× 10−1[α/cm2/h] (3.11)

The α-ray detection efficiency of the gap and TPC region are defined as follows

εgap =
egap
Tall

, (3.12)

εTPC =
eTPC

Tall

, (3.13)

where, egap and eTPC are the number of α-ray events of gap region and TPC region
in the simulation, respectively. Tall is the total number of α-ray events detected in the
simulation. These were obtained as εgap = 1.77+3.24

−1.26 × 10−2 and εTPC = 2.04+0.08
−0.28 × 10−3,

respectively. Therefore, the surface α-ray rate Rgap and RTPC can be calculated as follows

45



Rgap,RUN14[α/cm
2/h] =

Igap[count/kg/day]×mass[kg]

εgap × S[cm2]
, (3.14)

RTPC,RUN14[α/cm
2/h] =

ITPC[count/kg/day]×mass[kg]

εTPC × S[cm2]
, (3.15)

where, Igap and ITPC are the α rate per unit mass [kg] per unit time [day], “ mass ” is
the target mass(=10.36 [g]) and S is the fiducial area (= 24× 28 [cm2]). The Rgap,RUN14

and RTPC,RUN14 are the total flux of the surface α-ray from the PI(w/o GC)100 µm part
estimated from the Igap and ITPC, respectively. From Eq.(3.14) and (3.15), the Rgap,RUN14

and RTPC,RUN14 are (5.0+12.5
−3.3 )× 10−1 and (1.9+0.3

−0.1)× 10−1 [α/cm2/h].
It is summarized in the surface α-ray rate Table 3.6 obtained from each method.

Each measured value of the surface α-ray rate obtained from the different method showed
the consistent results. Since RTPC,RUN14 was more accurately measured than Rgap,RUN14,
RTPC,RUN14 was adopted and RRUN14 ≡ RTPC,RUN14 was defined.

Table 3.6: The summary of the surface α-ray rate using the standard µ-PIC.
Method [α/cm2/h]

RHPGe (1.9± 0.1)× 10−1

Rgap,RUN14 (5.0+12.5
−3.3 )× 10−1

RTPC,RUN14 (1.9+0.3
−0.1)× 10−1

The glass cloth in the PI(w/GC)100 µm part was found to be the main background
source in the energy region relevant for the dark matter direct search experiment. There-
fore, changing the PI(w/GC)100 µm part to a low background material was expected to
increase the sensitivity. When the background is limiting the sensitivity, the detection
sensitivity decreases, the sensitivity improves accordingly as long as the background limits
the sensitivity. A goal of this study was set that the sensitivity would reach the DAMA
region. The sensitivity of our goal is shown in Figure 3.29. In order to reach the DAMA
region, it was necessary to improve the detection sensitivity by a factor of 50. Therefore,
the requirement was to find a new material which had 50 times smaller amount of U/Th
in the PI(w/GC)100 µm part and to create a new µ-PIC with it.
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Figure 3.25: The changes of the energy spectrum of TPC events due to the uncertainly
of the thickness of glass cloth in the PI(w/GC)100 µm. The red line shows the result
when the thickness of the glass cloth was 81 µm, the green line shows the case when the
thickness of the glass cloth was 87 µm, the blue line shows the result when the thickness
of the glass cloth was 90 µm, the black cross is NEWAGE2015(RUN14) data without
roundness cut.
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Figure 3.26: The change of the energy spectrum of the gap events due to the uncertainly
of the thickness of the glass cloth in the PI(w/GC)100 µm part. The gas amplification
of GEM was assumed to be 10. The red line shows the result when the thickness of the
glass cloth was 81 µm, the green line shows the case when the thickness of the glass cloth
was 87 µm, the blue line shows the result when the thickness of the glass cloth was 90 µm,
the black cross was NEWAGE2015(RUN14) data without roundness cut.
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Figure 3.27: The change of the energy spectrum of the gap events due to the uncertainly
of the GEM gain. The glass thickness was assumed to be 90 µm. The red line shows the
result when the gas gain of GEM was assumed to be 7, the green line shows the case
when the gas gain of GEM was assumed to be 10, the blue line shows the result when the
gas gain of GEM was assumed to be 13, the black cross is NEWAGE2015(RUN14) data
without roundness cut.
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surement by NEWAGE 2015(RUN14)[33]. The purple band is expected energy spectrum
in the simulation and the black cross is NEWAGE2015(RUN14) without the roundness
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4 Development of Low-α µ-PIC

The discussion in the previous chapter indicated that the main background of NEWAGE
was the gap events due to α-rays from the U/Th series contained in the glass cloth in the
polyimide(PI) 100 µm part. Since α-rays were helium nuclei and were actually nuclear-
track events, it was difficult to discriminate them analytically. Therefore, it was necessary
to remove these background sources at a hardware level. From the above discussion, a
µ-PIC using a material with a smaller amount of U/Th contamination was developed.

4.1 Material selection

A new material with a smaller amount of U/Th contamination was searched. The
details were described in Ref [34]. In this chapter the content of Ref [34] is briefly reviewed.

In order to make a new µ-PIC whose α-ray emission is 1/50 of the standard µ-PIC,
it was necessary to search for a material which contained 1/50 or less of U/Th than
the PI(w/GC)100 µm part did. A material consisting of a layer of PI without glass
cloth(=w/o GC) and a layer of epoxy was chosen as a new material candidate. It had
a layered structure of 80 µm in total with PI(w/o GC) part of 5 µm and epoxy part of
75 µm. The picture of this material is shown in Figure 4.1 The material looks curled since
there is no glass cloth of the reinforcing material. It would not be a problem for the
fabrication, since it will be thermal-bonded to the PI(w/GC)800 µm part.

The amount of U/Th contaminations in this material was measured with an HPGe
detector. For this sample measurement, HPGe detector of the Kamioka Observatory was
used to measure the low level contamination of the U/Th. The background at 609 keV of
the HPGe detector in the University of Tokyo Hongo campus was 576 counts/keV/kg/day,
whereas that of HPGe detector in the Kamioka Observatory was 0.7 counts/keV/kg/day.
Details and γ-ray detection efficiencies of this new material are summarized in Table 4.1
and measurement results are summarized in Table 4.2. The reason that the upper limit
value of the U series upper stream is one order of magnitude higher than the U series
middle stream is because the branching ratio of 609 keV(middle-stream) is 46.1% and
the branching ratio of 93 keV(upper stream) is 5.4%. The new material was found to
have U/Th content less than 1/50 of the current PI100 µm part. Since this new material
satisfied the requirement, a new µ-PIC(Low-α µ-PIC) was manufactured by replacing the
PI 100 µm part with this new material[34].
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Figure 4.1: The new material candidate, polyimide without glass cloth(PI w/o GC) 5 µm
and epoxy75 µm.

Table 4.1: The details of PI(w/o GC) + epoxy and γ ray detection efficiencies by energies
of interests.

measurement sample efficiency
Sample Measurement period[day] Geometry [cm3] Mass[g] 93 keV[%] 583 keV[%] 609 keV[%]
PI(w/o GC) 5 µm+epoxy 75µm 6.75 5× 5× 0.86 22.67 14.31 6.79 6.45

Table 4.2: The U/Th content in the new material.
Sample 238Umiddle stream [10−6 g/g] 238Uupper stream [10−6 g/g] 232Th [10−6 g/g] Note

PI(w/GC) 100 µm (3.9± 0.1)× 10−1 (3.8± 0.1)× 10−1 1.81± 0.04 Current material
PI(w/o GC) 5 µm+epoxy 75µm < 2.98× 10−3 < 2.86× 10−2 < 6.77× 10−3 New material

4.2 Development of a low-α µ-PIC

4.2.1 Structural check of the low-α µ-PIC

A new µ-PIC with the main background source removed had been developed. This
detector was named “ Low-α µ-PIC ”. The cross sectional view of the low-α µ-PIC is
shown in Figure 4.2. The low-α µ-PIC was made by replacing the PI100(w/GC)µm
part with the new material, PI(w/o GC)+epoxy. Figure 4.3 shows the appearance of the
10 × 10 cm2 low-α µ-PIC prototype. It was produced in 2014. No problem was found
for the production caused by changing the material. The microscopic view of the pixel
electrodes is shown in Figure 4.4. Material change did not cause significant displacement
of the anode electrode and the cathode electrode.
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Figure 4.2: The cross sectional view of the low-α µ-PIC.

Figure 4.3: The picture of a 10× 10 cm2 low-α µ-PIC prototype.

Figure 4.4: The microscopic view of the pixel electrodes of the low-α µ-PIC prototype.

The manufacturing method of the low-α µ-PIC is explained. The steps in the schematic
view of the production process of a µ-PIC (Figure 4.5) are as follows. Samples were kept
in the manufacturing process for investigating the possible contamination of radioactive
impurities during the fabrication.

step 1 PI(w/GC) 800 µm of the core substrate was prepared. This was used as the
sample 1.
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step 2 Anode strips were formed on the PI(w/GC)800 µm, and PI(w/o GC)+epoxy and
PI(w/GC) 800 µm were pressed together.The material after pressing was used as
the sample 2.

step 3 After the holes were made by the laser, plating process was performed by growing
a copper electrode. This material was used as the sample 3.

step 4 After processing to electrode for wire bonding, it became a finished product.This
was used as the sample 4.

step%1

step%2

step%3

Figure 4.5: Production process of the low-α µ-PIC.

The U/Th contamination in the samples of the low-α µ-PIC production process was
measured with the HPGe at the University of Tokyo Hongo Campus. Table 4.3 shows
sample details and γ-ray detection efficiencies for each energy of interests, Table 4.4 shows
the measurement results. Table 4.5 and Figure 4.6 show the radioactivity per µ-PIC unit
area. From these result, it was found that the U/Th contamination of the low-α µ-PIC
prototype (step 4 in Table 4.5) can be explained by the original contamination is the PI
800 µm part of the core substrate (step 1 sample in Table 4.5). Also, from Table 4.5 and
Figure 4.6, the U/Th contaminations of sample 1 and sample 4 were found to be consistent
with in errors, which indicates that there was no radioactive impurity contamination in
the process of making the low-α µ-PIC prototype. From this, it can be said that U/Th
contamination in the low-α µ-PIC prototype was as expected.
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Table 4.3: Details of the measurement sample and γ-rays detection efficiency by energy.
measurement sample efficiency

Sample Measurement period[day] Mass[g] Geometry [cm3] 93 keV[%] 583 keV[%] 609 keV[%]
Sample 1 6.75 35.80 5× 5× 0.69 15.17 4.97 4.77
Sample 2 6.75 43.16 5× 5× 0.79 14.73 4.79 4.49
Sample 3 6.00 51.06 5× 5× 0.60 14.38 4.54 4.39
Sample 4 5.25 20.78 5× 5× 0.40 16.59 5.37 5.13

Table 4.4: U/Th contents of the quality control samples. Only the statistical errors are
shown.

Sample 238Umiddle stream [10−6 g/g] 238Uupper stream [10−6 g/g] 232Th [10−6 g/g]

Sample 1 (6.2± 0.1)× 10−1 (7.7± 0.2)× 10−1 2.99± 0.05
Sample 2 (4.9± 0.1)× 10−1 (5.5± 0.1)× 10−1 2.46± 0.04
Sample 3 (4.3± 0.1)× 10−1 (4.7± 0.1)× 10−1 2.16± 0.04
Sample 4 (4.9± 0.1)× 10−1 (6.1± 0.2)× 10−1 2.61± 0.07

Table 4.5: U/Th per µ-PIC unit area. Only the statistical errors are shown.
Sample 238Umiddle stream [µBq/cm2] 238Uupper stream [µBq/cm2] 232Th [µBq/cm2]

Sample 1 1366± 23 1719± 42 2112± 35
Sample 2 1307± 23 1475± 40 2096± 35
Sample 3 1354± 25 1472± 42 2174± 39
Sample 4 1268± 34 1580± 62 2150± 54
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Figure 4.6: U/Th per µ-PIC unit area. Only the statistical errors are shown.

The geometry of the manufactured low-α µ-PIC were measured. The diameters of the
anode electrodes (da in Figure 4.7), the diameters of the cathode holes (dc in Figure 4.7)
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and the height of the electrodes(tac in Figure 4.7) were measured using the digital micro-
scope (KEYENCE VHX-2000). An example of a 10×10 cm2 µ-PIC image viewed with a
digital microscope is shown in Figure 4.8. The measurement results of each parameter
are listed in Table 4.6. Since the thickness of the insulator (ti in Figure 4.7) can not be
measured for the final products, the design values are shown. The measurement points
were five places in total, four corners (about 4mm inside from the edge) and the center of
the detectors, and the average values and their standard deviations of five places are listed
in Table 4.6. After confirming that there was no problem in the production of the 10 ×
10 cm2 low-α µ-PIC, 30 × 30 cm2 low-α µ-PIC was manufactured in 2016. The outlook
of the 30 × 30 cm2 low-α µ-PIC after mounting on the board is shown in Figure 4.9.
There was no problem due to enlarging the µ-PIC size to 30 cm and board mounting was
also succeeded. The results of each measurement are listed in Table 4.6.

tac
da

dc

ti

Figure 4.7: The measurement parameters of the 10 × 10 cm2 stndard µ-PIC and the 10
× 10 cm2 low-α µ-PIC.
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Figure 4.8: An example of cross sectional profile of the 10 × 10 cm2 µ-PIC with the
digital microscope. The sectional profile on the magenta line in the above figure is the
lower figure.

Table 4.6: The measurement results and the design value of each parameter of 10 × 10
cm2 standard(Std) µ-PIC and the 10 × 10 cm2 low-α(LA) µ-PIC. The errors are the
standard deviation. The parameters in the table are defined in Figure 4.7.
Parameter 10×10 cm2 Std µ-PIC[ µm] 10×10 cm2 LA µ-PIC[µm] 30×30 cm2 LA µ-PIC[ µm] Design value of std µ-PIC Design value of LA µ-PIC[µm]

da 58.7± 2.8 64.4± 2.8 62.9± 2.5 60 60
dc 251.2± 3.4 240.0± 3.0 242.3± 2.3 250 250
tac 10.7± 0.8 15.4± 1.1 14.1± 1.4 15 20
di 75 80
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Figure 4.9: The outlook of the 30 × 30 cm2 low-α µ-PIC after mounting to the board.

4.2.2 Performance simulation

A gas amplification simulation was carried out to predict the performance of the low-
α µ-PIC. The simulation study was carried out using Garfield++[39]. Garfield++ is a
toolkit for the detailed simulation of particle detectors that use gas and semi-conductors
as sensitive medium. It was compatible with MPGD for microscopic calculations and can
be calculated in three dimensions. It consists of a combination of multiple simulators,
Heed[40] for ionization and Magboltz[41] for charge transport. A simple three dimen-
sional electric field structure can be created with the default tool in Garfield ++, but
complicated things need to be calculated by an external program. In this study, we used
Gmsh[42] for production and mesh creation of the µ-PIC geometry and Elmer[43] for
electric field calculation. Figure 4.10 shows the geometry of the µ-PIC produced with
Gmsh, Figure 4.11 shows the mesh structure of µ-PIC produced with Gmsh based on the
geometry, and Figure 4.12 shows the electric field structure of the µ-PIC calculated by
Elmer based on the mesh structure.
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Figure 4.10: The geometry of the µ-PIC produced with Gmsh.

Figure 4.11: The mesh structure of the µ-PIC produced with Gmsh.

58



Figure 4.12: The electric field structure calculated by Elmer based on the µ-PIC mesh
structure. The anode voltage is 500 V. The color contour represents the magnitude of the
potential [V].

The gas region above the electrodes with a depth of 1.5mm for the electron drift
was filled with argon-ethane gas mixture (9:1) at a pressure of 760 Torr in Garfield++
simulation. Argon-ethane gas mixture (9:1) is widely used in the gas detector performance
check because the gas gain is large. Seed electrons are generated at a random position in
the region of 400× 400 µm2 1.0mm above the electrodes(Figure 4.13). The drift electric
field is set to 0.5 kV/cm, and the cathode voltage is set to 0 V. Nominal values were used
as the dielectric constants of the insulator of the standard µ-PIC and low-α µ-PIC; 3.2
and 4.3, respectively. The dielectric constants of the gas and electrodes were set at 1 and
1010, rspectively. The ratio of Penning effect is set to 0.31 from Ref. [21]. The simulation
result of the gas gain is shown in Figure 4.14 and Figure 4.15.
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Figure 4.13: The region where the seed electrons are generated. Initial electrons were
generated at a random position in the red region of 400× 400 µm2 and 1.0mm above the
electrodes.
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Figure 4.14: The 2D map of the initial position of electrons of a standard µ-PIC with
anode voltage of 500V. The seed electrons were generated from inside the red square 1
mm above the µ-PIC plane.

60



[gain]
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

[c
ou
nt
s]

0

20

40

60

80

100

gain=3018.8 +- 59.6

Figure 4.15: A simulation result of gas gain using Garfield++. This histogram is the
single-electron spectrum of 2000 events of a low-α µ-PIC with the anode voltage of 500V.
The red line shows the fit result with the Polya distribution.

The distributions of gains of single electrons spectrum is known to be described by the
Polya distribution for proportional counters. The Polya distribution is written as follows

g(x) =

(
x(1 + θ)

Ā

)θ

exp

(
−x(1 + θ)

Ā

)
(4.1)

where x is the gas gain, θ is gives the theoretical limit of energy resolution and it is
related to the proportion of electrons with the energy beyond the ionization threshold and
Ā is the average gas gain. Gas gain is obtained by fitting the Single-electron spectrum
with Polya distribution. Ā is the gas gain obtained from the simulation.

Figure 4.16 shows the anode voltage dependence of the gas gain by the simulation.
The geometries of the µ-PICs are shown in Table 4.6. The simulation that indicated the
low-α µ-PIC would about 1.3 times higher gain than the standard µ-PIC. This result was
reasonable because the electrodes of the low-α µ-PIC were higher than those of standard
µ-PIC.
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Figure 4.16: Simulation results of the gas gains as a function of the voltage supplied to
the anode electrodes of the standard µ-PIC and the low-α µ-PIC.

4.3 Performance of the low-α µ-PICs

The performance of the low-α µ-PICs was measured in the test chamber. The position
dependence and the anode-voltage dependence of gas gains of the low-α µ-PICs were
investigated. Results are also discussed in terms of the requirements of the low-α µ-PIC.

4.3.1 Set up

The outer view of the test chamber and a schematic drawing of the set up used for the
performance tests are shown Figure 4.17 and Figure 4.18, respectively. The test chamber
was made of aluminum. There were nine kapton window of 10 × 10 cm2. The thickness of
the kapton window was 125 µm. The drift mesh was made of SUS304, the wire diameter
is 0.02mm, the mesh pitch is 0.068mm, and the opening ratio was 59.7%. The detector
was set in the vessel filled with a gas flow of argon-ethane mixture (9:1). A drift voltage
of -500V was supplied to the drift mesh that formed a drift field of 0.55 kV/cm in a drift
length of 0.9 cm. Since the µ-PIC part is 1mm including the substrate, the drift length
is 0.9 cm.
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Figure 4.17: The outer view of the vessel used to evaluate the performance of the µ-PIC
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Figure 4.18: A schematic drawing of the detector used for the performance check of the
µ-PICs.

4.3.2 Measurement method

The gas gains were measured by the characteristic X-rays from a radioactive source of
55Fe. 55Fe is a radioactive isotope which decays into 55Mn by an electron-capture process.
X-rays of 5.9 keV are emitted from the 55Fe source.

A flowchart of the data acquisition system (DAQ) is shown in the Figure 4.19. A
GNV-240G (GNomes Design) was used as the waveform digitizer. The dynamic range
and resolution of the voltage were 0 - 1 V with 8 bit and those of time were 8168 ns
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and 2 ns. 32 strips of the anode electrodes were connected and the charges from them
were amplified by an charge-sensitive amplifier and used as a trigger. 32 strips of cathode
electrodes were also connected, and their charges were amplified by an charge-sensitive
amplifier and recorded by a waveform digitizer. CREMAT CR110 was used for the anode
amp and CREMAT CR-110 + LF356N were used for the cathode amplifier. The anode
amplifier circuit is shown in Figure 4.20, and the cathode amplifier circuit is shown in
Figure 4.21. The gain of the anode and cathode amplifiers were -0.7 [V/pC] and -4.0
[V/pC], respectively. An example of waveform is shown in Figure 4.22. The rise time
constant of the signal is about 1000 ns.
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Figure 4.19: The set up of DAQ used for the gas gains measurement.
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Figure 4.20: The anode amplifier circuit.
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Figure 4.22: An example of a waveform.

The peak value from the waveform was used to calculate the gas gains. 0 - 500 ns
region was defined as the base region and 2000 - 7000 ns region was defined as the signal
region. The average value of the base region was used as the base value, and the maximum
value of the signal region was taken as the peak value. The pulse height value of the signal
was calculated by the (peak value) - (base value) to obtain the energy spectrum of the
signal.

Since the signal is recorded by the GNV-240G, it is necessary to calibrate the DAQ
including the cathode amplifier and the GNV-240G. Figure 4.23 shows the diagram for
the calibration. A test charge was fed to the amplifier by inputting a square wave through
a capacitor (1 pF). A waveform corresponding to the charge amount was recorded. The
trigger signal from the pulse generator was used to stop the GNV-240G. The input charge
was scanned and the response is shown in Figure 4.24. The calibration factor was given
by Eq.(4.2).

Gamp[pC/ADC] =
[pC] + 5.71× 10−3

1.12× 10−3
(4.2)

Eq.(4.2) and Eq.(4.3) were used to convert the pulse height value of the signal into
the charge amount and calculate the gas gains.
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Figure 4.23: The DAQ for the calibration.

pC
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16

AD
C

0

20

40

60

80

100

120

140

Figure 4.24: The calibration line of ADC and charge.

An energy spectrum of 55Fe is shown in Figure 4.25. The anode voltage is 520 V. This
is the main peak at 5.9 keV. In the gas gains measurement, this main peak events were
used. The gas gains were calculated from the results fitted with a Gaussian distribution.
The gas gain was defined as follows

Ggas =
WAr ×Gamp[pC/ADC]× ADCvalue

(5.9 keV)× e−
(4.3)

where WAr is the W value of argon (26 eV), and e− is the elementary charge. The gas
gain of the anode voltage of 520 V is 3051.0±8.8. The energy spectrum of 55Fe calibrated
to energy is shown in Figure 4.26.
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h_peaktime1Figure 4.25: The energy spectrum of 55Fe measured by the 10×10 cm2 standard µ-PIC.
The anode voltage is 520 V. The gas gain is 3051.0± 8.8.

4.3.3 Measurement result

The requirements for the low-α µ-PIC were set as follows.

• Non-uniformity of the gas gain : < 20%
From the energy resolution of 6 MeV radon peak at RUN14[33]

• Gas gain : > 1000 using the argon-ethane gas mixture(9:1) at 760 Torr
In order to have a sufficient detection efficiency for a nuclear recoil event with the
50 keV threshold under dark matter search conditions(CF4 at 76 Torr)

• Surface α-ray rate : < 1/50
In order to reach the DAMA region

The gas gains were measured the for the 10×10 cm2 standard µ-PIC (SN 071220-1),
the prototype 10×10 cm2 low-α µ-PIC (SN 160115-2) and the 30×30 cm2 low-α µ-PIC
(SN 161130-5). The measurement of the position dependence of the 10×10 cm2 standard
µ-PIC and the 10×10 cm2 low-α µ-PICs were carried out at the anode voltage of 520
V and 530 V, respectively. These results are shown in Figure 4.27. Numbers in the
histogram represent relative gains. The histograms of the relative gains are shown in
Figure 4.28. The energy resolution of 6 MeV radon peak at RUN14 was 20 %. Therefore,
the requirement of the non-uniformity of the gas gain of the low-α µ-PIC is set to 20%.
Here, the non-uniformity of the gas gain σ was represented as a ratio normalized by the
average value of the amplification as follows
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σ [%] =
SGgas

Ggas

× 100, (4.4)

Ggas =
1

N

∑
i

∑
j

Ggas(i, j), (4.5)

SGgas =

√
1

N

∑
i

∑
j

(Ggas(i, j)−Ggas)
2, (4.6)

where, SGgas is the standard deviation of the position dependence, Ggas is the average
value of the position dependence of gas gains, N is the number of the measurement points
and G(i, j) is the gas gain at the measurement points. i and j represent the anode and
the cathode position, respectivety. From this point onwards, unless otherwise specified,
the defined σ is normalized by the average value as in Eq.4.4. The average gas gain
of the standard 10×10 cm2 µ-PIC was 1312 and the average gas gain of the 10×10 cm2

low-α µ-PIC was 822. The non-uniformity of the gas gain of the 10×10 cm2 standard µ-
PIC (≡ σsta10cm) and low-α µ-PIC (≡ σLA10cm) were 15% and 13%, respectively and the
low-α µ-PIC was found to show a similar or better performance as the standard µ-PIC.
They achieved 20% or less, which is the requirement of the position resolution.

The 30×30 cm2 low-α µ-PIC was divided into 32 parts and the gas gains were mea-
sured. The measurement was carried out at the anode voltage of between 520 V and
540V. The measurement results of the 30×30 cm2 low-α µ-PIC are shown in Figure 4.29
and Figure 4.30. The position of the square represents the measurement points. For the
measurement points at the voltage different from 540 V, the value corrected to the one
corresponding to 540 V gas gain based on the gain curve in Figure 4.29. The average
gas gain of the 30×30 cm2 low-α µ-PIC was 1997. The non-uniformity of the gas gain of
the 30×30 cm2 low-α µ-PIC was 16 % (≡ σLA30cm). The 30×30 cm2 low-α µ-PIC was
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measured every 5 cm and the measurement area was about 17% of the all area. The
non-uniformity of the gas gain of the 5×5 cm2 area of the low-α µ-PIC was obtained from
the measurement result of the 10×10 cm2 low-α µ-PIC. The results for the 10×10 cm2

low-α µ-PIC were divided into 4 parts, and the non-uniformity of the gas gain was cal-
culated in each area. The average of the non-uniformity of the gas gain of the 5×5 cm2

of the low-α µ-PIC (≡ σLA5cm) was 10%. The non-uniformity of the gas gain of the
whole 30×30 cm2 low-α µ-PIC (≡ σall LA30cm) was calculated by combining this results
with the non-uniformity measurement of 30×30 cm2 by sampling. Obtained results was
σall LA30cm =

√
σ2
LA5cm + σ2

LA30cm = 19 %. This value satisfied the requirement of 20 %.
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Figure 4.27: The position dependence of gas gains of 10 × 10 cm2 standard µ-PIC (left)
and Low-α µ-PIC (right). Numbers in the histogram represent relative gains. The mea-
surement of the 10×10 cm2 standard µ-PIC and the 10×10 cm2 low-α µ-PICs were carried
out at the anode voltage of 520 V and 530 V, respectively.
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Figure 4.28: The position dependences of the gas gains of the 10×10 cm2 standard
µ-PIC (left) and 10×10 cm2 low-α µ-PIC (right). The statistical errors are shown.
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Figure 4.29: The position dependence of the gas gains of the 30 × 30 cm2 low-α µ-
PIC. Numbers in the histogram represent relative gains. The position and the size of
the square represents the measurement points. The measurement was carried out at the
anode voltage of between 520 V and 540V. The region measured at a voltage different
from 540 V was corrected to the one corresponding to 540 V based on the gain curve.
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Figure 4.30: The position dependences of the gas gains of the 30×30 cm2 low-α µ-PIC.
The statistical errors are shown.

The comparison between the measurement result and the simulation using Garfield++
of the10×10 cm2 standard µ-PIC are shown in Figure 4.31. The upper limit of the mea-
surement was determined by discharges, and the lower limit value was determined by the
electric noise. As for the simulation of standard µ-PIC using Garfield ++, there existed
a previous study[44]. It was confirmed that the simulation result using Garfield ++ was
consistent with the measurement result using our system.

The anode-voltage dependences of the gas gain for 10×10 cm2 and 30×30 cm2 low-
α µ-PICs are shown in Figure 4.32. Simulation results with a geometry constructed
with measured parameters are shown for comparison. A significant difference between
the measured and simulation results of the gas gain of the low-α µ-PIC s was observed.
This difference will be discussed in Section 5. The requirement of gas gain with argon-
ethane gas mixture (9:1) at 760 Torr was 1000. From Figure 4.32, both 10×10 cm2 and
30×30 cm2 low-α µ-PIC have achieved gas gain 1000 at 510 V and were found to satisfy
the requirement.
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Figure 4.31: Gas gains as a function of the voltage supplied to the anode electrodes of the
10 × 10 cm2 standard µ-PIC and the simulation by the geometry of the measurement
result(Table 4.6) of standard µ-PIC.
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Figure 4.32: Gas gains as a function of the voltage supplied to the anode electrodes of
the 10 × 10 cm2 and 30 × 30 cm2 low-α µ-PIC and the simulation by the geometry
of the measurement result(Table 4.6) of the low-α µ-PIC. The green line represents the
requirement of the gas gain.

4.4 Background measurement of the low-α µ-PIC

Since the main background source as the dark matter detector was the surface α-rays
from the µ-PIC, it was necessary to measure the surface α-rays from the low-α µ-PIC. This
measurement was carried out in the underground to reduce the cosmic ray background.
The α-ray emission from the low-α µ-PIC was measured using the NEWAGE-0.3b’ system
at Kamioka underground laboratory. One of the 30×30 cm2 low-α µ-PICs, S/N 161130-4,
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was installed in the NEWAGE-0.3b’, taking place of a standard µ-PIC, S/N 070309-1.
The schematic view of the NEWAGE-0.3b’ is shown in Figure 3.2. The detector condition
is summarized in Table 4.7. The vacuum vessel was filled with CF4 at 76 Torr. The
vessel was equipped with a gas circulation system using cooled activated carbon. The
measurement details are summarized in Table 4.8. The main run number(22) is changed
when the state of the detector is changed. The sub run number(1) is changed when gas
is changed.

voltage current
Low-α µ-PIC 470V ∼ 2 nA
GEM-top −530V < 1µA

GEM-bottom −280V < 1µA
DRIFT −3.76 kV 21.9µA

Table 4.7: Detector operation condition for the α-ray emission measurement of the low-α
µ-PIC.

RUN ID gas filling period live time mass exposure
RUN22-1 2018/06/06 2018/6/8− 8/9 47.17 days 10.36 g 0.489 kg · days

Table 4.8: Conditions of underground measurement RUN22.

One of the largest concerns of the low-α µ-PIC was the stability of the detector, namely
discharges. Figure 4.33 shows the anode current of the low-α µ-PIC where jumps in the
current monitor can be recognized as the discharges. Only one discharge was recorded
throughout the measurements time of about 47 days. The anode leak current during the
stable operation was ∼ 2 nA. The current has no problem in applying voltage to the
µ-PIC and it was found that stable measurement was realized.
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Figure 4.33: The current value of the low-α µ-PIC during the test run(RUN 22-1). The
figure shows the monitored current in RUN 22-1. A current jump recorded on June14 is
a discharge event.

α-ray events were selected by applying the cuts shown below. The fiducial cut and
energy cut were the same as the previous one explained in Section 3.1.2. The length-cut
and TOT-sum cut parameters were reconsidered because the gas gain was changed by
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exchanging with the low-α µ-PIC. These cut parameters were determined as follows by
comparing the electron recoil events caused by the 137Cs radiation source and the nuclear
recoil events caused by the 252Cf radiation source.

• Fiducial-cut : -14 [cm] < X < 14[cm], -10 [cm] < Y < 14[cm]

• Energy-cut : 50 [keV] < Energy < 400[keV]

• length-cut : track-length[cm] < 0.833 + 0.0017× E[keV]
for the rejection of long events. (Figure 4.34)

• TOT-sum-cut : TOT-sum> 96
for the rejection of non-continuous events. (Figure 4.35)

Figure 4.34: Energy dependence of the track length.
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Figure 4.35: Energy dependence of the TOT-sum after the length cut.

Figure 4.36 shows the detection efficiency of the nuclear recoil events after the length
cut and the TOT-sum cut. The detection efficiency of nuclear recoil event was obtained
by comparing measurement data irradiated with neutron and the simulation. In the
measurements of the detection efficiency, 252Cf is placed at (0, 0, 25.5), (0, 25.5, 0), (0,
0, 47.5), (0, 0, -25.5), (0, -25.5, 0),(0, 0, -47.5). This is to cancel the track direction
dependence. The detection efficiency is obtained by dividing the energy spectrum of the
measured value by the energy spectrum in the simulation. Figure 4.36 shows the detection
efficiency obtained by taking the and average the data form directions.
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Figure 4.36: The detection efficiency of nuclear events after the length cut and the TOT-
sum cut.

The energy spectra after the length cut and the TOT-sum cut are shown in Fig-
ure 4.37. It is known that roundness explained in Section 5.2 which is one of γ-ray cut
parameters is related to the absolute coordinate in z. This cut was not used since the
quantitative evaluation of the cut efficiency with respect to the drift distance is not. The
α-ray detection efficiency at RUN22 (εgap,RUN22 and εTPC,RUN22) was defined similarly to
Eq.(3.12) and (3.13) as follows,

εgap,RUN22 =
egap
Tall

, (4.7)

εTPC,RUN22 =
eTPC

Tall

. (4.8)

These were obtained as εgap,RUN22 = 2.1+3.1
−1.0 × 10−2 and εTPC,RUN22 = 1.7 × 10−3,

respectively. Since there was a possibility of detecting unknown backgrounds, the surface
α-ray rate of RUN22 (Rgap,RUN22 and RTPC,RUN22) were discussed with the upper limits.
The surface α-ray rate Rgap and RTPC can be calculated similarly to Eq.(3.14) and (3.15)
as follows

Rgap,RUN22 [α/cm
2/h] =

Igap,RUN22[count/kg/day]×mass[kg]

εgap × S[cm2]
, (4.9)

RTPC,RUN22[α/cm
2/h] =

ITPC,RUN22[count/kg/day]×mass[kg]

εTPC × S[cm2]
, (4.10)
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where, Igap,RUN22 and ITPC,RUN22 are the α rate per unit mass [kg] per unit time [day],
“ mass ” is the target mass(=10.36 [g]) and S is the fiducial area (= 24×28 [cm2]). In the
TPC region, there were only 3 events. The average detection efficiency in the TPC region
was 0.41±0.03. The error is the standard deviation of the detection efficiency in the TPC
region. ITPC,RUN22 [count/kg/day] < 6.68/(0.41−0.03×1.64)/0.489 = 37.9 [count/kg/day]
was obtained at a 90% confidence level (C.L.). Therefore, RTPC,RUN22 < 1.4×10−2 [α/cm2/h]
was obtained at a 90 % C.L.. In the gap region, Rgap,RUN22 is given an upper limit. From
the above, the Rgap,RUN22 < (3.09+2.98×1.64)×10−3 = 8.0×10−3 [α/cm2/h] (90 %C.L.)
was obtained.

The measurement results using the standard µ-PIC (RUN14) and the low α-µ-PIC
(RUN22) were summarized in Table 4.9. RHPGe was calculated from Eq.3.11. Since
Rgap,RUN22 was a more strict limit than RTPC,RUN22, Rgap,RUN22 was adopted and RRUN22 ≡
Rgap,RUN22 was defined. Comparing RRUN14 and RRUN22, it was confirmed that the surface
α-ray rate was less than 1/24. Since there is a possibility that unknown backgrounds exist,
and lack of statistics, that the goal of 1/50 reduction was not confirmed. By understanding
and taking into consideration the backgrounds with an increased statics, the background
reduction of the low-α µ-PIC should be studied more precisely.

Figure 4.37: The energy spectra the length cut and the TOT-sum cut. The red histogram
is RUN22-1 (this work). The blue (RUN14: Kamioka first run[35]) one is the previous
work.
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Table 4.9: The summary of the surface α-ray rate.

Method [α/cm2/h] Note

RHPGe (1.93± 0.07)× 10−1 Standard µ-PIC
Rgap,RUN14 (5.0+12.5

−3.3 )× 10−1

RTPC,RUN14 (1.9+0.3
−0.1)× 10−1

Rgap,RUN22 < 8.0× 10−3 (90% C.L.) Low-α µ-PIC
RTPC,RUN22 < 1.4× 10−2 (90% C.L.)
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5 Discussion

5.1 Understanding the gas gain of the low-α µ-PIC

As discussed in Section 4.3.3, the gas gains of 30×30 cm2 low-α µ-PIC were different
from those of the 10×10 cm2 low-α µ-PIC. The gas gain of the 30×30 cm2 low-α µ-PIC
was about ×1.5 larger than that of the 10×10 cm2 low-α µ-PIC. The gas gains calculated
by the simulation were not consistent with the measurement in the low-α µ-PIC. The
simulation result was about ×3.5 and ×2.3 larger than the measurement result of the
10× 10 cm2 low-α µ-PIC and 30× 30 cm2 low-α µ-PIC, respectively. In this section, the
reasons of these discrepancies are discussed. First, the measurement results are compared,
then the simulation result and measurement results are compared.

Gas gains depend on the electric field structure. The geometrical parameters of the
µ-PIC which would affect the electric field were the height of the anode electrode and
the cathode electrode (tac), the diameter of the anode electrode (da), the diameter of
the cathode hole (dc), and the thickness of the insulator (di). These parameters of the
µ-PICs, except di were measured. Gas gains were discussed based on these values in this
chapter. The results are shown in Table 5.1. The result of the 30×30 cm2 low-α µ-PIC
were consistent with the result of 10×10 cm2 low-α µ-PIC within the error. Figure 5.2,
5.3 and 5.4 show the dependence of gas gains on tac, da and dc by the simulation. tac and
da were changed by 5 µm step, and dc was changed by 10 µm step. The step size of the
parameter in the simulation is determined by the size of the mesh(< 5 µm). The simulation
results shown in Figure 5.2, 5.3 and 5.4 indicated that at least 5 µm of difference on these
parameters were required to have a gain difference of ×1.5. The standard deviations of
tac, da and dc of 30 × 30 cm2 low-α µ-PIC were 1.4 µm, 2.5µm and 2.3 µm, respectively.
The standard deviations of tac, da and dc of 10 × 10 cm2 low-α µ-PIC were 1.1 µm, 2.8 µm
and 3.0 µm, respectively. These three parameters were found not to cause a sufficient
change of the gain to explain the difference of the gains of the 30 × 30 cm2 and the 10 ×
10 cm2 low-α µ-PIC.

anodeV[V]
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 uPICα30cm low-

Figure 5.1: Gas gains as a function of the voltage supplied to the anode electrodes of the
10×10 cm2 and 30×30 cm2 low-α µ-PIC.
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Table 5.1: The measurement results and the design value of each parameter of 30 × 30
cm2 low-α µ-PIC and the 10 × 10 cm2 low-α µ-PIC. Errors are the standard deviation.
Parameter 30× 30 cm2 low-α µ-PIC [ µm] 10× 10 cm2 low-α µ-PIC [ µm] Design value [ µm]

Height of anode and cathode electrode(tac) 14.1± 1.4 15.4± 1.1 20
Diameter of anode electrode(da) 62.9± 2.5 64.4± 2.8 60
Diameter of cathode electrode(dc) 242.3± 2.3 240.0± 3.0 250
Insulator thickness(di) 80
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Figure 5.2: The geometry dependence of the gas gains calculated by the simulation. The
parameter is the height of the anode and the cathode electrodes. The anode voltage is
400V. anode and cathode height[um]
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Figure 5.3: The geometry dependence of the gas gains calculated by the simulation. The
parameter is the diameter of the anode electrodes. The anode voltage is 400V.
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Figure 5.4: The geometry dependence of the gas gains calculated by the simulation. The
parameter is the cathode holes. The anode voltage is 400V.

Next, the dependence of the gas gain on the thickness of the insulator was considered.
The thickness of the insulator of a low-α µ-PIC can not be measured after the completion
of the µ-PIC. If the thickness of the insulating layer of 30×30 cm2 low-α µ-PIC was
80µm and the thickness of the insulator of 10×10 cm2 low-α µ-PIC was 50 µm, it can be
explained that the gain differs by ×1.5. However, it is unlikely that the thickness of the
insulator became to 50 µm during the low-α µ-PIC fabrication process.

From these discussion, no parameter combination was found to explain the gain differ-
ence between the 30× 30 cm2 low-α µ-PIC and 10× 10 cm2 low-α µ-PIC. It was considered
that there might be still other parameters that have not yet been taken into considera-
tion. From the same discussion as above, it was suggested that there would be unknown
parameters affecting the gas gains in addition to the four parameters.

Figure 5.5: The dependence of the insulator thickness by the simulation.
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5.2 Expected dark matter sensitivity using the low α µ-PIC

In this chapter, the detection sensitivity to dark matter was discussed. There is the
roundness cut in addition to length cut and TOT-sum cut for the dark matter run. In
this chapter, the roundness cut was introduced to compare with the previous dark matter
search run (RUN14). This parameter was determined as follows by comparing the electron
recoil events caused by the 137Cs radiation source and the nuclear recoil events caused by
the 252Cf radiation source.

• roundness-cut : roundness > 0.04
for the rejection of the events remained in 137Cs-run shown in Figure 5.6. Roundness
is defined as Eq 3.1.

Figure 5.6: Energy dependence of the roundness after the length cut and TOT-sum cut.

Figure 5.7 shows the detection efficiency of the nuclear recoil events after the length
cut, the TOT-sum cut and the roundness cut. The detection efficiency was about 20%
at 50 keV. The energy spectrum with roundness cut under the dark matter search envi-
ronment is shown in Figure 5.8.

The improved sensitivity for the dark matter search was estimated from the obtained
spectrum. The energy range for the dark matter search was 50− 400 keV. Integral values
of RUN14 in the 50 − 400 keV region was 1449 ± 102 counts/kg/day. The error is the
statistical one. In RUN22, since these were 5 events in 50− 400 keV (1 event in 60− 70
keV bin, 3 events in 70 − 80 keV bin and 1 event in 160 − 170 keV bin), the event rate
was discussed with a Poisson distribution for the 90 % confidence interval. The average
value of the weighted detection efficiency by the number of events was 0.27. The event
rate of RUN22 in 50 − 400 keV was 5+4.99

−3.16/0.489/0.27 = 38+38
−24 counts/kg/day. From the
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comparison of the values, the sensitivity was estimated to be improved by a factor of
38+38

−24(90 % interval).
Since the background spectrum of RUN 22 might be different from the one of RUN

14, the improvement factor was compared with those of the two subset energy ranges;
i.e. 50 − 150 keV and 150 − 400 keV. The integral values of RUN14 in the 50 − 150
keV region was 1375 ± 100 counts/kg/day. The error is the statistical one. In RUN22,
since there were 4 events in 50 − 150 keV the event rate was discussed with a Poisson
distribution for the 90 % confidence interval. The average value of the weighted detection
efficiency by the number of events was 0.25. The event rate of RUN22 in 50 − 150 keV
was 4+4.60

−2.53/0.489/0.25 = 33+38
−21 counts/kg/day. From the comparison of the values, the

sensitivity was estimated to be improved by a factor of 42+48
−27(90 % interval). The integral

value of RUN14 in the 150−400 keV region were 74±16 counts/kg/day. In RUN22, since
there was only 1 event in the 150 − 400 keV region, the event rate was discussed with a
Poisson distribution for the 90 % confidence interval.The average detection efficiency in
the 150 − 400 region at RUN22 was 0.41. The event rate in the 150 − 400 region was
1+3.36
−0.89/0.489/0.41 = 5+17

−4 count/kg/day. From the comparison of the values, the sensitivity
was estimated to be improved by a factor of 15+50

−12(90 % interval). Since the sensitivity
estimated from 50 − 400 keV was consistent with the sensitivities estimated from two
subset energy regions, the value from the 50 − 400 keV region were used for the further
discussion.

The expected sensitivity is shown in Figure 5.9. Here, the estimation was assumed
that the spectrum shape of RUN22 at 50− 400 keV was not changed from the spectrum
of RUN14. The detection sensitivity is expected to be improved by a factor of 38+38

−24(90 %
interval) than the one of RUN14. It was expected to reach the DAMA region which was
the target of this thesis. The dark matter sensitivity was improved by this work so that
the sensitivity reached the DAMA region at confidence level very close to 90 %.

Figure 5.7: The detection efficiency of nuclear events after the length cut, the TOT-sum
cut and the roundness cut.
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Figure 5.9: The expected sensitivity (“ Improved sensitivity ”). The green band repre-
sents the error relative to the detection sensitivity from a Poisson distribution for 90 %
confidence interval. The horizontal axis shows the mass of the WIMP, and the vertical
axis shows the scattering cross section in the SD interaction of protons and WIMP.
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6 Conclusions

NEWAGE is a direction sensitive dark matter search experiment read by a µ-TPC using
µ-PIC. NEWAGE has the world’s highest sensitivity in the direction sensitive method.
However, the detection sensitivity of NEWAGE has not reached those of the conventional
method, and a further improvement was required. The detection sensitivity of NEWAGE
was limited by the backgrounds, and understanding and reduction of the backgrounds
was necessary.

As a result of this thesis, the main background of NEWAGE was found to be “ gap
events ” due to α-rays caused by the decay of the U/Th series contained in the glass cloth
in the µ-PIC. A “ low-alpha µ-PIC ” with the background source removed was developed.
Low-α µ-PICs with sizes of 10×10 cm2 and 30×30 cm2 were produced without any prob-
lem and their performances were precisely studied. The low-α µ-PIC was confirmed to
show the required gas gain (1000 at 760 Torr of argon-ethane gas mixture (9:1) ). The
non-uniformity of the gas gain (19%) also satisfied the requirement(20%). The α-ray
background was studied in Kamioka underground laboratory. As a results of the back-
ground study, it was found that the α-ray emission was reduced to 1/24 or less compared
with the standard µ-PIC. Although the requirement value of 1/50 was not confirmed
mainly because the lack of the statistics, this result was a very promising one. The de-
tection sensitivity is expected to be improved by a factor of 38+38

−24(90 % interval) than
the one of RUN14. The dark matter sensitivity was improved by this work so that the
sensitivity reached the DAMA region at confidence level very close to 90 %.
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